METHODS

Two-Part Mixed-Effects Location Scale Models for Health
Diary Data
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ackground: The analysis of health diary data has long relied on inferential
Sstatistical methods focusing on sample means and ad hoc methods to calcu-
Slate each individual’s variation in health outcomes.

Objectives: In this paper, an advanced statistical model is applied to daily
Zdiary self-reported health outcomes to simultaneously study an individual’s
likeliness to report an outcome, daily mean intensity level, and variability in
daily measures.

Methods: Using observational, secondary data from 782 adults, we ana-
lyzed self-report daily fatigue symptoms, distinguishing between whether
an individual reported fatigue and its severity when reported. Self-reported
depressed affect and participant characteristics were used as predictors of
daily fatigue symptoms.

Results: A higher likeliness to report fatigue correlated with higher mean fa-
igue severity and greater stability in severity ratings. Higher mean severity
correlated with greater stability in severity ratings. Females and those with
igh depressed affect were more likely to report fatigue. Females and those
ith high depressed affect reported greater mean severity.

Discussion: The model applied to daily measures allowed for the simulta-
neous study of an individual’s likeliness to report a symptom, daily mean
ymptom severity, and variability in severity across days. An individual’s
aily variation in symptom severity was represented as a model parameter
that did not contain measurement error that is present in ad hoc methods.
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I ntensive monitoring of patient-reported outcomes has been a nurs-
ing practice for many years (Hale, 2016). Collecting data on such
outcomes facilitates a structured approach to nursing that is opti-
mally implemented using health diaries (Verbrugge, 1980). Histor-
ically, health diaries have been instrumental in identifying important
trends in epidemiological research. In a more contemporary sense,
diaries are used as health event and symptom identification mea-
sures and help bridge a gap between acute patient-reported out-
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comes and patient-centered care. Health diaries serve various meth-
odological purposes, but above all, the facilitation of experience
from patient to provider contributes to the now so-called primary
source of data in health research (Burman, 1995). Daily monitoring
of health events and symptoms—coupled with medical insights—
has become central to providing quality care and, thus, has contrib-
uted to nursing research and best practices (Lischetzke & Konen,
2023). Indeed, documenting patterns in acute health events and
symptoms has contributed to a greater understanding of the links
between acute reports and future health outcomes (Bartley et al.,
2018; Pringle et al., 2003; Rothwell et al., 2010; Shimbo et al.,
2012; Topaz et al., 2021).

Given their nature, diary health data can present challenges
for analysis, including the need to address within-subject dependen-
cies of repeated assessments. Diary measures are likely to result in
very different patterns of data collection between individuals, such
as individuals having a different number of assessments or missing
data for planned assessments. Diary data are also expected to show
individual differences in responses, such as differences in the degree
of within-person variability in reports over time, in addition to dif-
ferences in response levels. Symptom reports, for instance, can ex-
hibit differences between individuals, such that some individuals
may not experience the symptom during the study period, others
may consistently experience the symptom, and others may report
symptoms on some days but not others.

Depending on the aims of an investigation, data analysis op-
tions for diary health data most generally include calculations of
descriptive statistics, such as proportions and sample means, com-
bined with data visualizations that can provide a basis for under-
standing trends in patient-reported outcomes. Inferential statistical
methods add to the characterization by permitting inferences about
a population of interest, such as to study relationships between health
outcomes, concomitant variables, and patient characteristics in a pa-
tient population or draw comparisons between different populations.
Due to the serial nature of diary data, methods must address the de-
pendencies of observations within individuals, a challenge that has
been met by methods, such as repeated measures analysis of variance
(RM-ANOVA), that summarize population-level trends (Aroian &
Vander Wal, 2007; Berger et al., 2003; Ito & Tadaka, 2022).

Mixed-effects models have become a standard for the anal-
ysis of repeated measures data. Mixed-effects models combine
population-level data summaries with summaries of individual dif-
ferences in select features of the repeated measures. The fixed ef-
fects of a model describe aspects of a variable that all individuals
share in a population, so they characterize population-level trends,
such as the mean response level of an outcome over time. The ran-
dom subject effects are specific to the individual and allow fea-
tures that are used to describe population-level trends to vary be-
tween individuals, such as allowing for the response level to vary
between individuals. For instance, Bartley et al. (2018) applied a
mixed-effects model to repeated measures of pain and fatigue symp-
toms to characterize population-level trends and individual differ-
ences in symptoms of fibromyalgia patients assessed over time. In
their study, individuals differed in their pain and fatigue symptoms,
so the random effects of the model allowed for these differences. In
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addition to accounting for individual differences in symptom pat-
terns, mixed-effects models allowed for patients to have different
patterns of data collection and be assessed a different number of
times because these models do not require complete data or for re-
spondents to be measured according to identical time points.

A significant purpose of collecting health data intensively
over time is due to an expectation that patients will show differences
in the variability of measures over time, and mixed-effects models
re ideally suited to capturing this aspect of diary data. A special
Sversion of a mixed-effects model—known as a mixed-effects loca-
ion scale (MELS) model—was specially developed for data collec-

ions that exhibit individual differences in the variability of scores
Swithin individuals (Hedeker et al., 2012). That is, a MELS model
ncludes a random scale to permit between-subject heterogeneity
»of the within-subject variance of a variable measured over time. In
ther words, the degree of variability in a measured outcome over
ime can differ from one person to the next. For health events and
symptom data in particular, not all individuals may report the out-
come at any time (such as when a health screening tool is being
used), whereas others may experience the outcome intermittently,
and as aresult, a data set can include a high number of zeros (or other
‘value used to denote the absence of the target outcome). F urther, this
is often in conjunction with individual differences in reports of the
seventy of the outcome when it is reported. In such cases, a special
ersion of a MELS model can be a useful analytic tool in which each
of these aspects of a symptom is considered a unique feature to
study. A two-part MELS model provides an analytic framework to
simultaneously model a binary variable that indicates the presence
r absence of a targeted outcome and a continuous variable that re-
ects the magnitude of the outcome when it is present (Blozis,
024b; Blozis et al., 2020).

In this report, we illustrate a novel application of a two-part
SMELS model for daily symptom reports to jointly analyze binary
daily symptom indicators (symptom presence vs. absence) and daily
£ Zsymptom severity when a symptom is reported to understand the
£ %health course of a patient. The simultaneous examination of these
Ngdlfferent aspects of patient-reported outcomes forms the methodo-

“logical foundation of this paper to offer an analytic framework for
understanding acute outcomes. While this paper provides a thor-
ough and applied example of this methodology, the focus is to ad-
vance MELS models in areas where traditional methods that rely
on aggregated data, such as patient reports that have been averaged
across the study period, are used to guide treatment plans. It is well
understood that traditional methods can be inadequate, as they are
not set up to capture the varied progression and nature of acute out-
comes over an extended period of time (Kent & Hayward, 2007). In
contrast, a two-part MELS model provides a framework to capture
intra- and interpatient variability; it provides nurses with the neces-
sary tools to approach clinical and nonclinical studies where the
presence (vs. absence) of an acute health outcome and its severity
are informative about a patient’s state. To meet these aims, the re-
mainder of the paper is organized as follows. A data set from a pub-
licly available daily diary study is described. Selected variables that
change with time (time-varying) and some that do not change with
time (time-invariant) are used to study daily symptom reports.
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METHODS

Data from the Midlife in the United States (MIDUS) Project
are used to illustrate the methods discussed. This involves a second-
ary analysis of publicly available data for which individuals are not
identifiable. Consequently, the authors’ institution does not require
ethics review of studies using the data. The data presented are from
the MIDUS Refresher 1 (Ryff et al., 2011-2014) and the Daily Di-
ary Project (Ryff & Almeida, 2012-2014). For the daily diary study,
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n = 782 adults (55.6% female) between the ages of 25 and 75
M = 4791, SD = 12.67) were surveyed by telephone over eight
consecutive days.

We illustrate how to apply a two-part MELS model and incor-
porate covariates into the model. A measure of depressed affect was
taken from the MIDUS Refresher 1 project, and selected covariates
were used to study their relationships with daily fatigue reports. Fa-
tigue is a common complaint linked to a wide range of medical
diagnoses and medical treatments (Tiesinga et al., 1996) and its
definitions vary considerably (Finsterer & Mahjoub, 2014). Charac-
terizing patterns in perceptions of daily fatigue, including its occur-
rence and severity, has been helpful in understanding daily experi-
ences of patient populations (Kratz et al., 2017; Powell et al.,
2017) and responses to therapeutic treatments in certain populations
(Parrish et al., 2008; Schwartz, 2000). As a symptom, fatigue has
been linked to depressed affect and indicated to be a symptom fol-
lowing treatment for clinical depression (Barkham et al., 1996;
Nierenberg et al., 2010). The aim of the analyses here is to show
how the association between depressed affect and daily measures
of fatigue can be studied using a two-part MELS model.

Measures

Daily fatigue was assessed using two questions from the daily
diary survey. Participants were asked a series of questions about
symptoms they may have experienced, all in reference to the day
of the interview. The first question asked about fatigue. If the re-
spondent responded “yes” to fatigue, then a follow-up question
asked the participant to rate the severity on a 1 (very mild) to 10
(very severe) scale. Previous evidence supports a similar single
question about current fatigue as a valid nonspecific measure of fa-
tigue (van Hooff et al., 2007).

The level of depressed affect was assessed by a scale included
in the survey battery of MIDUS Refresher 1. Prior to being asked
questions from this scale, participants were asked if during the pre-
vious 12 months, there was a period of at least 2 weeks when they
felt sad, blue, or depressed. If a positive response was given, they
were asked seven questions about those 2 weeks; if these feelings were
experienced for more than 2 weeks during the previous 12 months,
then they were asked to think about the worst 2-week experience.
The first two of the seven questions, for example, asked if (yes or
no) during that 2-week period, “did you lose interest in most things”
and “feel more tired out or low on energy than is usual?”” An indi-
vidual’s score from the scale, hereafter called DA;, was created by
summing responses to the seven items. Individuals not answering
positively about having experienced a 2-week period or longer of
feeling sad, blue, or depressed were assigned a score of 0.

Covariates

Biological sex was coded as female; = 1 if female and 0 if
male. Age was measured at the time of the daily survey. The subscript
i indicates that the variable is subject-specific and time-invariant.
From previous research (Shrout et al., 2018) and research using data
from the MIDUS project series that included an analysis of fatigue
measures (Blozis, 2024b), self-report measures at the first assessment
are known to exhibit an “initial elevation” (IE) bias in which re-
sponses at the first assessment tend to be more extreme relative to
the responses that follow. To account for IE effects, an indicator of
the first interview day was included in the model, where IE; = 1 if
the response was from the first interview and IE,; = 0 if not.

Missing Data

Data for covariates and depression scores were complete.
About 74.2% of'the participants had eight daily measures of fatigue,
and 14.3% were missing data for 1 day. The remaining 11.5% were
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missing fatigue measures for 2 to 6 days. Daily fatigue was assumed
to be missing at random based on results from fitting a random
pattern-mixture model that assumed data were not missing at ran-
dom (Blozis, 2024a; see Supplemental Digital Content [http://
links.lww.com/NRES/A552]). Missing at random means that
whether or not data are missing is independent of the missing data.

Mixed-Effects Models

Statistical analysis of repeated measures has historically re-
lied on classic methods (e.g., RM-ANOVA) that eventually gave
way to mixed-effects models that simultaneously describe the mean
=response and individual differences in characteristics used to de-
-scribe responses. Shin (2009) demonstrates apphcatlons of mixed-
ffects models (ak.a. hierarchical linear models) in nursing re-
earch. Mixed-effects models can be estimated using maximum
slikelihood (ML), and consequently, missing data and data observed
at different time points for different subjects are readily handled
(Schafer & Graham, 2002).

In a mixed-effects model, there is at least one random subject
effect. The fixed effects are constant across all population members,
whereas a random subject effect varies between subjects. For exam-
le, a model that assumes a random intercept and a fixed effect for a
1me-varying covariate would permit the intercept to differ between
individuals, and the effect of the covariate would be constant across
individuals. In this case, the individual response levels would devi-
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individuals. In this case, the individual intercepts would deviate
above and below the mean intercept, and the individual effects of
the covariate would deviate above and below the mean effect of
the covariate. Whereas a random subject effect varies between indi-
viduals, the residual at the occasion level varies between both occa-
sions and subjects. The residual reflects the difference between an
observed score and the fitted value for a given model and is often
used to assess how well a model fits a set of data.

Two-Part MELS Models

The focal point of this paper is to illustrate a two-part MELS
model to jointly analyze a binary variable that denotes the presence
versus the absence of a symptom and a continuous variable that de-
notes the intensity of the symptom when reported. From the daily
diary data, we use the binary indicators and severity measures of fa-
tigue to show how to describe the daily variability in each aspect of
fatigue, how to examine the relationship between the two aspects
and, finally, how to incorporate time-varying and time-invariant co-
variates into a model.

For the 782 participants of the daily survey, there were 5,756
daily binary indicators of fatigue, and on those days when fatigue
was reported, there were 1,411 severity ratings. For notation, let
uy; be the binary indicator of fatigue on day ¢ for individual i, where
i=1,...,782,and t = 1,..., n;, where n; is the number of dally indi-
cators of fatlgue for the 1nd1v1dua1 That is, u,; = 1 if fatigue was re-

w}
Zate above and below the mean response level (when the covariate is ported and u,; = 0 if fatigue was not reported. Daily indicators for
%equal to 0); however, the effect of the covariate would be held con- nine individuals are displayed in Figure 1. As shown, five partici-
Zstant for all individuals. Conversely, a model that includes a random pants (IDs 30015, 30052, 30092, 30113, 30140) did not report fa-
cintercept and a random effect for a time-varying covariate would tigue, whereas four others (IDs 30126, 30144, 30151, 30154)
Epermit the intercept and the effect of the covariate to differ between showed intermittent patterns of fatigue. Next, let v; be the fatigue
El
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FIGURE 1. Binary indicators of fatigue by interview day for a select set of nine subjects.
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severity on day ¢ for individual i conditional that fatigue was re-
ported, where = 1,..., m; and m; is the number of days when fatigue
was reported. Daily fatigue severity ratings (conditional that fatigue
was reported on a given day) for nine individuals are displayed in
Figure 2. Participant ID 30151, for example—whose data appear
in both Figures 1 and 2—reported fatigue symptoms on interview
days 1, 4, and 5, so severity ratings for this participant appear in
igure 2 for only those particular days. Ratings for all who had at
east one positive report of fatigue (n =458, 58.6% of the total sam-
Sple of 782) are displayed in Figure 3.

The daily survey was an observational study about the every-
day lives of adults living in the United States, so fatigue responses
ere not expected to follow a particular trend, on average, such as
increasing or decreasing across days. Given this, the (log odds) of
e binary indicators of fatigue and the severity ratings were hypoth-
51zed to not change according to the interview day. For both as-
8pects of fatigue, we begin with unconditional models for which no
predictors are included. For the binary indicator, a logistic mixed-
effects model was applied. For this measure, the logit of the proba-
ility that individual i reported fatigue on day ¢, denoted by m;, was

Ny = log [P(uy = 1)/(1=P(us = 1))],

MmoQq
"1']

'_Leumof/ tdny wouy apeoju
55

ISINUWOo MY

that was then assumed to follow a two-level model:
(1)

where a is the population log odds across days and subjects of
reporting fatigue, and «; is a random subject effect that reflects the

Ny = X + a;,
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30126

extent to which the individual’s log odds differ from the population
log odds.

Severity, conditional that fatigue was reported, followed a lin-
ear mixed-effects model:

Vi = Bo + bi + eqs (2)
where [3) is the mean severity across days and subjects; b, is a ran-
dom subject effect that reflects the difference between an individ-
ual’s daily mean severity and the population’s mean severity. The
residual e, is the difference between an individual’s observed and
fitted values. This second model part represents a common formu-
lation of a mixed-effects model (see Shin, 2009).

In Equations (1) and (2), the random subject effects a; and b,,
respectively, are assumed to be independently and normally dlStI'lb-
uted between subjects with means equal to 0 and variances d) and
d)b, respectively. The variances indicate how much individuals vary
from each other in terms of their respective population values. Thus,
the extent to which d) differs from 0 is reflective of how much in-
dividuals vary from each other in their log odds of reporting fatigue
across days, Similarly, the extent to which d)b differs from 0 is re-
flective of how much individuals vary in their reported daily mean
severity ratings across days.

The residual e,; in Equation (2) is assumed to be indepen-
dently and normally distributed between days and subjects with
mean = 0 and variance 02. If individuals were not expected to differ
from each other in their day-to-day variability in severity ratings,
then it would be reasonable to assume homogeneity of the residual
variance across days. For daily severity ratings, however, this was
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FIGURE 2. Fatigue severity ratings by interview day for a select set of nine subjects.
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where the exponentiated value of 7 (i.e., e™)) is the residual vari-
ce for an individual whose random scale effect ¢; is equal to 0,
where ¢; is assumed to be independently and normally distributed
with a mean of 0 and variance d)i. The extent to which ¢§ differs
from 0 is reflective of how much individuals vary in their day-to-
day (log) variance of severity ratings.

The models for u,; and v,; are joined at the subject level by the
covariances between their respective random subject effects. That
is, the subject-level log odds of reporting fatigue, the daily mean se-
verity rating, and the within-subject daily variability in severity rat-
ings are allowed to covary and together are represented in the covari-
ance matrix ®:

05 = exp(To +¢i),

G202/€2/¥0 uo
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d)i d)ab d)ac
D= d)ba d)% cbbc >
d)ca d)cb d)g

where the variances of the random subject effects are on the diago-
nal, and their covariances are on the off diagonal. The correlations
between the random subject effects can be obtained by standardiz-
ing the covariance matrix. Assuming positive correlations between
the random effects, for example, interpretation of the correlations
would be as follows: A positive correlation between the random subject
effect relating to the binary indicators of fatigue and the random subject
effect relating to the severity ratings would indicate that for those who
have a greater tendency to report fatigue to have relatively high daily
mean severity ratings. A positive correlation between the random sub-
ject effect relating to binary indicators of fatigue and the random scale
effect relating to daily variability in severity ratings would indicate that

© 2025 Wolters Kluwer Health, Inc. All rights reserved.

4 5

Interview Day

FIGURE 3. Boxplots of daily fatigue severity ratings by interview day (n = 458 subjects). Note. Fatigue severity ratings are
onditional on a positive fatigue report. Of the sample of 782 subjects, 458 had at least one severity score. In the boxplot displays,
he solid line inside the box is the sample median and the diamond is the sample mean. Outliers are identified for Interview Day 8 by
he open circles, indicating that two cases have scores that are greater than 1.5 times the interquartile range.

for those who have a greater tendency to report fatigue to also show
greater day-to-day variability in severity ratings. Finally, a positive
correlation between the random subject effect relating to daily mean
severity ratings and the random scale effect would indicate that those
with relatively high daily mean severity ratings also show greater day-
to-day variability in severity.

RESULTS

ML estimation of a two-part MELS model was carried out
using SAS (version 9.4) with PROC NLMIXED. Statistical soft-
ware for estimation of nonlinear mixed-effects models is needed
due to a nonlinear function that is used to model a variance, such
as Equation (3). SAS scripts are in the SDC.

Fatigue severity ratings by interview day are positively skewed
(see Figure 2). The fit of the model that assumed that severity ratings
were normally distributed was compared to the fit of a model that as-
sumed ratings were log-normally distributed, with the latter being an
improvement in fit. The model for the binary fatigue indicator re-
mained the same in both models. Going forward, the fatigue sever-
ity ratings were assumed to be log-normally distributed.

Table 1 includes estimates of the fixed effects, and Table 2
gives estimates relating to the variances of the random subject effects
and those relating to the variance of the occasion-level residuals. In
Table 1, the estimated population logit was oy = —1.89 (95% CL:
—2.09, —1.69), corresponding to an overall probability of .13 that
an individual reported fatigue. The estimated mean log severity rat-
ing was 3, = 1.16 (95% CI: 1.10, 1.22), corresponding to a rating
of e!16 =3.18.

Table 2 reports the estimated standard deviations of the ran-
dom subject effects and their correlations. Deviance tests evaluated
the need for each of the three random effects; they supported their
inclusion, suggesting individual differences in the likeliness to report
fatigue, the daily mean log severity rating, and the day-to-day var-
iability in log severity ratings. Regarding the correlations between
the random subject effects, the correlation between the individual’s
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TABLE 1. ML Estimates of Fixed Effects of the Mean Structure
(n=782)

Unconditional

model Conditional model

§Outcome: fatigue (yes/no)
sLogistic model parameters
Q
§Log odds, ay
gIE, a;

3

gfemale,~, ®

2age;, a3

S

5 Ai> Qy

£Qutcome: fati it
£0utcome: fatigue severity
=Generalized linear

model parameters
ZDaily mean, 3,

>

SIE, B,

Estimate (95% CI) Estimate (95% CI)
—1.89 (-2.09 to —1.69) —3.02 (—3.39 to —2.64)
1.51 (1.27 to 1.76)

1.08 (0.66 to 1.49)

—0.00 (-0.02 to 0.01)

0.28 (0.18 to 0.38)

Estimate (95% CI) Estimate (95% CI)

02"\

1.16 (1.10 to 1.22) 1.03 (0.94 to 1.11)

0.15 (0.08 to 0.21)

Sfemale;, 3, 0.09 (0.01 to 0.18)
Sage;, Bs 0.00 (~0.00 to 0.00)
SDA;, By 0.05 (0.03 to 0.07)
Z2mL 10724 10444
SAIC 10742 10502
ZBIC 10784 10637

g
i Note. ML = maximum likelihood; Est(95% CI) = ML estimate with the 95%
Zconfidence interval in parentheses; IE = initial elevation; DA = depressed affect;
Z2InL = —2xloglikelihood; AIC = Akaike information criterion: AIC = —2/nL + 2k,
where k is the number of parameters estimated; BIC = Bayesian information crite-
ion: BIC = —2/nL + k * log (n), where n is the number of subjects.
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ikeliness to report fatigue and daily mean log severity was r = .46,
ndicating a moderate tendency for those with a relatively high
ikeliness to report fatigue to have a relatively high daily mean
og severity rating. The correlation between the likeliness to report
fatigue and the day-to-day variability in log severity ratings was
= —.32, indicating a moderate tendency for those with a relatively
high likeliness to report fatigue to have relatively less day-to-day
variability in log severity ratings. Thus, individuals who were more
likely to report fatigue had greater stability in their log severity rat-
ings across days. The correlation between the daily mean log sever-
ity rating and the day-to-day variability in log severity ratings was
r= — .73, indicating a moderately strong tendency for those with a
higher daily mean log severity rating to have less day-to-day vari-
ability (i.e., greater stability) in severity ratings.

G202/€2/¥0 uo

Covariates for the Mean and Covariance Structures

The two-part MELS model was expanded to include covari-
ates and the DA score. The logit and the fatigue severity rating were
assumed to be functions of the covariates and DA:

Mg = o + oy lE; + apfemale; + ozage; + ouDA; +a;,  (4)

vi = Bo + B IE; + Pofemale; + Bsage; + P4DA; + b, (5)

The intercept « of the logit model is the population-level logit on
an interview day other than the first day for a male whose age was
equal to the sample mean age and whose depressed affect scale
score and random effect a; were equal to 0. The coefficient ¢ is
the difference in the logit between the first interview day and the fol-
lowing days, o, is the difference in the logit between females and
males, «; is the effect of age on the logit, and ay is the effect of
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DA on the logit. For the fatigue severity rating in Equation (5),
the coefficients have similar interpretations.

Next, the random subject effects variances were specified as
functions of the covariates and DA. It is important to note that the
random subject effects a; and b; in Equations (4) and (5) are condi-
tional on the variables that predict the daily logit and severity rating,
respectively. As a result, the variances of g; and b;, ¢§ and (bﬁ, are

TABLE 2. ML Estimates of the Between- and Within-Person
Covariance Structures (n = 782)

Unconditional Conditional
model model
Between-subject
Outcome: fatigue (yes/no)
Logistic model parameters Estimate (95% CI) Estimate (95% CI)

Log odds, va0 1.57 (1.38 to 1.76) 1.87 (1.58 t0 2.17)

IE, Va1 —0.58 (—0.99 to —0.16)
female;, Va2 -0.55(—0.93 t0 —0.18)
agei, Ya3 0.01 (=0.01 to 0.02)
DA;, Yas 0.12 (0.03 to 0.21)

Outcome: fatigue severity

Generalized linear
model parameters

Daily mean, Yy

Estimate (95% CI) Estimate (95% CI)

~1.76 (~1.88 to —1.63) —2.05 (~2.42 to —1.69)

IE, vu —0.53 (-0.81 to —0.25)
female;, Y2 0.40 (0.04 to 0.76)
age;, Y3 0.01 (-0.01 to 0.02)
DA;, Vb4 0.05 (—0.02 to 0.12)
Additional estimates

SD of subject log odds, ¢, 2.19 2.55
SD of subject daily mean, ¢, 0.42 0.36
SD of within-subject scale, ¢, 0.86 0.87
Corr(b;,a;) 46 47
Corr(c;,a;) -32 -.34
Corr(c;,b;) =73 =70
Within-subject Estimate (95% CI) Estimate (95% CI)
To —1.89 (2.15t0—1.64) —1.76 (2.11 to —1.41)
IE, 7 —0.16 (-0.42 t0 0.11)
female;, 7» 0.02 (-0.26 to 0.30)
age;, T3 —0.00 (—0.02 to 0.00)
DA, 4 —0.11 (-0.06 to 0.00)
Additional estimate

Variance of the within-subject 15 17

residual when ¢; = 0, 02

—2InL 10724 10444
AlC 10742 10502
BIC 10784 10637

Note. ML = maximum likelihood; Est(95% CI) = maximum likelihood estimate
with the 95% confidence interval in parentheses. Exponentiating v, yields the variance
of the subject-specific log odds: exp(ya0) = d)i. Exponentiating y, yields the variance
of the subject-specific daily mean log severity: exp(yy) = (d)ﬁ). The standard deviation
of the random scale effect, ¢, = component of the generalized linear model part relating
to fatigue severity ratings. Estimation of correlations between the random subject effects
were based on Fisher’s transformation of the correlation coefficient and then using the
inverse transformation to define the correlation in the correlation matrix of the random.
Exponentiating 7, yields the variance of the within-subject residual of the generalized
linear model: exp( 7o) = 0 for a subject with a random scale effect ¢; equal to 0. IE = ini-
tial elevation; DA = depressed affect; —2InL = —2xloglikelihood; AIC = the Akaike in-
formation criterion: AIC = —2InL + 2 k, where £ is the number of parameters estimated;
BIC = Bayesian information criterion: BIC = —2InL + k*log(n), where n is the number
of subjects.
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the variances of the conditional random effects. To do this, an expo-
nential function—similar to that in Equation (3)—was used to
express each conditional variance:

&7 = exp (Voo + YarIEs + Yapfemale; + v zage; + ¥,4DA)),

o = exp (Voo + Vo1 Es + Voo female; + vy3age; + YpaDA)).

| papeojumoq

The intercept y,o of the model for the variance of the random effect
; from the logit model, after its value is exponentiated, is the
etween-subject variance of the logit on an interview day other than
Sthe first day for a male at the sample mean age and whose DA score
-was equal to 0. The coefficient y,; is the difference in the variance
sbetween the first interview day and the following days, vy, is the
difference between females and males, 7,3 is the effect of age, and
8Ya4 1s the effect of DA. The model’s coefflclents for the variance
f the random effect b, from the linear model have similar interpre-
tations. A positive effect of'an explanatory variable indicates greater
between-subject variation of the random effect given a higher level
of the explanatory variable. Conversely, a negative effect indicates
‘greater between-subject variation in the random effect, given a
lower level of the explanatory variable.
Finally, the within-subject residual variance 02 was a function
of the covariates and DA, in addition to the random scale effect that
was previously included in Equation (3):
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Oi = exp (To + TIIE; + Tyfemale; + Tyage; + T4DA; + ¢;).

The intercept 7, after it is exponentiated, is the within-subject var-
iance on a day other than the first interview for a male at the sample
mean age and whose DA scale score and random scale effect were
equal to 0. The coefficient 7 is the difference in the variance be-
een the first interview and the following days, 75 is the difference

etween females and males, 73 is the effect of age, and 7, is the ef-
fect of DA. The random scale effect ¢; accounts for heterogeneity of
S gthe residual variance that is not due to the measured covariates and
“DA. Interpretation of the effects is similar to those described earlier
with regard to the variances of the random subject effects.

ML estimates are given separately in the last columns of esti-
mates of Tables 1 and 2. From Table 1, fatigue was more likely re-
ported at the first interview relative to other days (&;; = 1.51, 95%
CI: 1.27, 1.76). Females were more likely to report fatigue than were
males (& = 1.08, 95% CI: 0.66, 1.49). The estimated effect of age
on the likeliness to report was about 0 (&; = —0.00, 95% CI: —0.02,
0.01). Relatively high DA scores were positively related to a higher
likeliness to report (& = 0.28, 95% CI: 0.18, 0.38). Daily mean
log severity ratings were higher at the first interview relative to other
days (3, = 0.15, 95% CI: 0.08, 0.21). Females had higher daily
mean log severity ratings relative to males (B, = 0.09, 95% CI:
0.01, 0.18). The effect of age was close to 0 (33 = 0.00, 95% CI:
—0.00, 0.00), and relatively high DA scores were positively related
to higher daily mean log severity ratings (3, = 0.05, 95% CI:
0.03, 0.07).

Table 2 contains the estimated effects of the covariates and
DA on the variances of the conditional random subject effects.
There was less variation in the conditional logits on the first inter-
view day relative to subsequent days (¥, =—0.58, 95% CI:
—0.99, —0.16). Females were more similar than were males (Y,, =
—0.55, 95% CI: —0.93, —0.18). The estimated effect of age on the
variance was close to 0 (,3 = 0.01, 95% CIL: —0.01, 0.02). Respon-
dents with high DA scores varied more in their conditional logits
than those with lower DA scores (Y,4 = 0.12, 95% CIL: 0.03,
0.21). Next, we describe how predictors were related to the condi-
tional variance of the random effect relating to fatigue severity. This
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variance reflects the extent to which respondents were dissimilar in
their estimated daily mean log severity ratings across days after the
daily means were regressed on the covariates and DA scale scores.
There was less variation in the conditional means on the first inter-
view day relative to subsequent days (y,; = —0.53, 95% CI: —0.81,
—0.25). Males were more similar to each other than were females
(p2 = 0.40, 95% CI: 0.04, 0.76). The estimated effect of age was
close to 0 (Y3 = 0.01, 95% CI: —0.01, 0.02). The direction of the
effect of DA, 4,4, = 0.05, was not clear (95% CI: —0.02 to 0.12).

Table 2 additionally contains the estimated effects of the co-
variates and DA scores on the within-subject residual variance. This
variance reflects the extent to which respondents varied from day-
to-day in the logs of their severity ratings after ratings had been
regressed on the covariates and DA. Similar to the preceding results,
the effect of age was close to 0 (T3 = —0.00, 95% CI: —0.02, 0.00).
The estimates relating to the effects of the other variables were not
clear because all of the estimated 95% CIs spanned—sometimes
widely—from negative to positive values: For the effect of the first
interview day, T; = —0.16, 95% CIL: —0.42, 0.11. For biological
sex, T = 0.02, 95% CIL: —0.26, 0.30. For DA, 74 = —0.11, 95%
CIL: —0.06, 0.00. Given its relevance to the within-subject residual,
it is notable that the variance of the random scale was estimated to
be 0.87 (see Table 2), suggesting that respondents differed in the de-
gree of day-to-day variability in severity ratings after accounting for
the DA score and covariates.

DISCUSSION

Health diaries offer insights into the individual patients’ ex-
periences and improve data quality by reducing response biases
and errors in recall that can occur with retrospective reports. A daily
inquiry helps measure variation in health reports within patients,
giving insights into the state of a patient’s health status, daily func-
tionality, and quality of life, ultimately providing a more engaged
patient care experience (Veloso Costa et al., 2021). Models like the
MELS model offer increased insights into how quality of care can
be improved. That is, MELS models can be used to assess the nu-
ances in health outcome variability both within and between patients.
While this report illustrated these qualities of the method using data
from the general population, a pressing challenge in quality nursing
care is the management of illnesses in particular populations. In these
areas, a MELS model could be used to assess how factors, including
medication adherence, lifestyle changes, and patient demographics,
influence health outcomes over time. Considering the mean response
(location) and the variability in responses (scale), the MELS model
provides a comprehensive understanding of how different patients
manage their conditions, which then allows nurses to create detailed
and analytic-backed plans that incorporate these patterns to help
predict clinical outcomes.

Other approaches aimed at measuring individual differences
in within-subject variation have relied on ad hoc methods by calcu-
lating each individual’s SD or coefficient of variation (i.e., SD/
mean) of repeated measures about each individual’s mean (Bartley
et al., 2018; Pringle et al., 2003; Rothwell et al., 2010; Shimbo
etal., 2012) and used these measures of variation to characterize in-
dividual differences of daily reports. A strength of a MELS model is
that the day-to-day variation is represented as a model parameter that
does not contain the measurement error that is present in these ad
hoc methods.

CONCLUSION

Understanding health changes over time is crucial to assessing
the progression of illness and treatment effects. The MELS model
provides a way to quantitatively assess individual differences in
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variability in health reports and a means for testing the associations
between this variability and other variables.
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