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A B S T R A C T   

Measures of heart rate variability (HRV) as a predictor of risk of disease and mortality have been investigated 
from various perspectives for more than six decades. The aim of the present comprehensive meta-analysis is to 
examine eight different HRV parameters to determine their association with all-cause and cardiac mortality. A 
total of 32 studies and two individual participant datasets (IPD) with 37 samples and 38,008 participants were 
included. Lower HRV parameter values were significant predictors of higher mortality across different ages, sex, 
continents, populations and recording lengths. Most of the examined parameters showed comparable hazard 
ratios (HR). IPD sub-analysis for heart rate corrected HRV parameters confirmed the strong association between 
HRV and all-cause mortality. Meta-regressions revealed no effect modifier for HRs extracted from covariate- 
adjusted studies. Sub-analyses of studies comparing the lowest quartile of 5-min root mean square of succes-
sive differences (RMSSD) vs. the other quartiles yielded a combined HR of 1.56 (95% CI: 1.32–1.85). The 
applicability of HRV measurement in preventive settings is discussed.   

1. Introduction 

Heart rate and its variability plays a role in disease diagnosis and 
prognosis since the ancient medicus Galen (Billman, 2011). The devel-
opment of the electrocardiogram (ECG) measurement in 1895 repre-
sents a milestone in medical history allowing an accurate measurement 
of heart rate. Only this allowed the precise calculation of the variability 
between heartbeats, i.e., heart rate variability (HRV). 

Early experiments showed that this variability originates from the 
autonomous nervous system (Akselrod et al., 1981), primarily from 
rapid vagal (dis)inhibition (Warner and Cox, 1962). At the same time, 
reduced HRV has been linked to worse prognosis in disciplines as diverse 
as cardiology (Malik and Camm, 1993) and gynaecology (Freemann R, 
Garite T, 1981). In the following decades, parameters of HRV were 
negatively associated to a multitude of somatic diseases and disorders 
including increased risk for cardiovascular disease (Jarczok et al., 2012; 
Kristal-Boneh et al., 1995; Mercedes R Carnethon et al., 2002; Schuster 
et al., 2016) and myocardial infarction (MI) (Thayer and Lane, 2007) as 
well as to a wide range of psychopathologies including depressive, 

bipolar and posttraumatic stress disorder (PTSD) (Faurholt-Jepsen et al., 
2017; Heiss et al., 2021; Holzman and Bridgett, 2017; Jandackova et al., 
2016; Schneider and Schwerdtfeger, 2020; Sigrist et al., 2021). Conse-
quently, an increased risk of mortality was repeatedly reported and 
summarized for populations with cardiovascular diseases (Fang et al., 
2020) and cancer (Zhou et al., 2016), but interestingly there are also 
reports for general population samples (e.g., Dekker et al., 1997; Huikuri 
et al., 1998; Mäkikallio et al., 2001; Wulsin et al., 2015). 

HRV as a term meanwhile is a theoretical background, represented 
by many different parameters. There are a lot of different approaches to 
calculate variability: time-domain bound like the root mean square of 
successive differences (RMSSD) and the standard deviation of normal- 
to-normal intervals (SDNN), frequency-domain bound like high fre-
quency power (HF), low frequency power (LF), simple ones like peak to 
valley and more complex ones like nonlinear dynamics with the theo-
retical background of chaos theories (Lombardi, 2000; Shaffer and 
Ginsberg, 2017). To date, it has not been demonstrated that specific 
parameters are superior to others across settings. This is understandable 
on the common background that all parameters are derived from the 
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RR-intervals and therefore are highly correlated. Nevertheless, it also 
has been shown that some parameters represent different aspects better 
than others, like RMSSD and HF reflect vagal compounds (Shaffer and 
Ginsberg, 2017; Wulsin et al., 2018). It is unclear whether specific pa-
rameters such as the SDNN or RMSSD and/or settings (e.g., long-term 
measurements) have advantages over others and can provide better 
risk prediction. 

Next to these issues, there are many various possible measurement 
settings (posture such as supine, seated, and period such as during work, 
leisure time, sport or unstructured) and lengths of measurements (10 sec 
up to 48 h), as well as genetic aspects and the influence of existing 
diseases. 

Therefore, the purpose of this meta-analysis is to investigate the 
predictive power of HRV measures for mortality, i.e., investigating to 
what extend an observed HRV measure at a baseline can predict the time 

to event (i.e., death) from either all-cause or cardiac mortality. We aim 
to compare different measures of HRV to investigate if mortality pre-
diction by HRV differs dependent on type of HRV parameter and settings 
of HRV measurement and investigated population. We chose all-cause 
mortality and cardiac mortality to compare if HRV is more powerful 
in prediction of the unspecific all-cause mortality than of specific mor-
talities, of which cardiac mortality has been researched most often. 

To generate valid results, we focused on HRV parameters that have 
been reported more often, as less common parameters with small 
number of participants will not add qualitative data to the meta- 
analysis. A pre-search showed that the most common parameters were 
those which are also recommended by the Task Force of the European 
Society of Cardiology and the North American Society of Pacing and 
Electrophysiology (Camm et al., 1996): SDNN, SDANN, TP, VLF, LF and 
HF, while other parameters such as SD1, SD2, DFalpha were found only 

Fig. 1. PRISMA flow chart of study selection. AC mortality: all-cause mortality, CA mortality: cardiac mortality, IPD: individual participant data, HRV: heart rate 
variability. 
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in single studies, thus not fulfilling the criteria for meta-regression. 
We hypothesize to observe systematic shorter time-to-event episodes 

in individuals with lower measures of HRV at study inclusion. We 
further hypothesize that this principle is independent of various study 
settings including population type or observation time. 

2. Methods 

The study was conducted according to the preferred reporting items 
for systematic reviews and meta-analyses (PRISMA) statement (Moher 
et al., 2009). 

2.1. Search strategy 

Fig. 1 summarizes the results of the systematic literature search. The 
Medline database was screened for studies reporting time to event (i.e., 
mortality) information as outcome and frequency or time domain pa-
rameters of HRV as predictor. The terms mortality and cardiac electro-
physiology were entered as Medical Subject Heading (MeSH). The term 
heart rate variability or its variants were screened in title and abstract. 
Language restriction was set to German or English. 

Search terms for MEDLINE (via PubMed) 
("mortality"[mesh]) AND 
("HRV"[tiab] OR "Heart rate variability"[tiab] OR "Heart rate varia-

bilities"[tiab] OR "Heart period variability"[tiab] OR "Cardiac auto-
nomic activity"[tiab] OR "Cardiac autonomic control"[tiab] OR "Cardiac 
reactivity"[tiab] OR "Cardiac vagal control"[tiab] OR "Autonomic ner-
vous system activity"[tiab] OR "Parasympathetic nervous system acti-
vity"[tiab] OR "Vagal tone"[tiab] OR "Vagus nerve"[Mesh] OR "Vagal 
activity"[tiab] OR "Vagal reactivity"[tiab] OR "Vagus nerve"[tiab] OR 
"Parasympathetic nervous system"[tiab] OR "Cardiac electro-
physiology"[Mesh]) AND. 

"Humans"[Mesh] AND 
("1997/01/01"[PDAT]: "3000/12/31"[PDAT]) AND. 
(English[lang] OR German[lang]). 
The initial search was conducted in June 2019 by the authors CB, EB, 

MNJ and KW and was updated in March 2021 by MNJ and EB. All 
empirical studies published between 01.01.1997 and 30.06.2019 were 
considered. The search was updated in March 2021. Initial database 
search revealed 231 initial records with two more records identified by 
snowballing and 21 more captured by updating. 

2.2. Study selection 

Studies were included into the systematic review and meta-analysis 
if the following a priori criteria were met:  

(1) study represents original research  
(2) published in English or German 
(3) as an original article or brief report in a journal (i.e., no com-

ments, dissertations, conference abstracts, reviews)  
(4) reports adjusted or unadjusted results from Cox proportional 

hazard models  
(5) for either all-cause or cardiac mortality  
(6) reports a measure of HRV (see Section 2.4.1)  
(7) in human adults (age ≥18 years) 

Studies were included if at least one distinguishable subsample was 
reported that met the inclusion criteria. By applying the inclusion 
criteria to the information contained in the title and abstract, the pool of 
records was reduced to 115. After reviewing the full text, a total of 35 
samples from 32 publications remained. In addition, two open access 
samples (MIDUS 2 & MIDUS Refresher, WHITEHALL II) were analyzed 
and added to this meta-analysis (see details below). Thus, K= 34 studies 
with S= 37 samples containing data from N = 38,008 individuals were 
available. 

Abstract screening and selection were carried out independently by 
the authors MNJ, CB and KW in July 2019. Disagreements were dis-
cussed by this triad and resolved on a consensual basis. An overall 
interrater agreement of 89.2% was assessed for the title/abstract 
screening in July 2019. 

Full texts were screened by MNJ, CB, KW and EB in September 2019 
in dyads. As before, disagreements were solved by consensus. Interrater 
agreement was very high with 91.8% for the full text screening. 

At the update in March 2021, disagreements were discussed by MNJ 
and EB and solved by consensus. The agreement rate for the update was 
90.5%. 

In case of any missing or inconclusive information in the full text, the 
corresponding author of the publication was searched for electronically 
and then repeatedly contacted by MNJ, KW or EMB via email with a 
friendly request to provide the missing or additional information. If no 
current address of the corresponding author could be found, the co- 
authors were approached. Altogether, 13 authors from 13 full-text 
publications were contacted, of which only two authors responded 
concerning two of the publications. At this point, we would like to thank 
all responding authors for their cooperation. 

Two publications were excluded to avoid inclusion of duplicate data 
(i.e., publications reporting data from the same dataset). First, Huikuri 
et al. (1998) report results from the same dataset as Mäkikallio et al. 
(2001) but the latter reported more relevant parameters to this sys-
tematic review such as unadjusted and adjusted associations. Therefore, 
we included results reported by Mäkikallio et al. (2001). Second, Cyg-
ankiewicz et al. (2015) report results from a subgroup analysis of the 
population published in Cygankiewicz et al.(2009). Therefore, we 
included results reported in 2009. 

2.3. Individual participant data (IPD) 

Two large population studies (MIDUS 2 and MIDUS Refresher: 
N = 1891 & Whitehall II wave 5: N = 7870) were available for analysis. 
The individual studies received local ethical approval at their respective 
institutions. 

MIDUS 2: Open access data from the biomarker project of the second 
wave (2004–2009) of the Midlife Development in the U.S. study (MIDUS 2, 
P4; N = 1255 ICPSR 29282 v9 from Mar 27, 2019 https://doi.org/ 
10.3886/ICPSR29282.v9) and the MIDUS Refresher (MIDUS R, P4; 
N = 738; ICPSR 36901 v6 from Nov 18, 2019 https://doi.org/10.3886/ 
ICPSR36901.v6) were matched with survival information from the 
MIDUS core mortality dataset (MIDUS_Core_MortalityCauseData_ 
N2124_20220310.sav) until December 2020 (median follow-up = 13.6 
years) and the MIDUS refresher mortality dataset (MID-
US_Refresher_MortalityCauseData_N167_20210305.sav) until March 2021 
(Median follow-up = 6.3 years). The combined median follow-up is 11.8 
years with 234 deaths from all-cause mortality recorded (11.1%). Ac-
cording to the study description, institutional review board approval 
was obtained prior to study start and informed consent was obtained 
from each participant prior to enrolment in the MIDUS study. Further 
study details and data are publicly available on the official website after 
free registration (https://midus.colectica.org). Two supine 5-minute 
ECGs were obtained during rest and HRV measures were derived per 
5-minute interval and averaged for this analysis. In cases where only one 
5-minute interval was valid or available, the single 5-minute interval 
was used. The present study included participants with data on all-cause 
mortality, HRV (RMSSD, SDNN, HF, LF), age (years), sex (male vs. fe-
male), and ethnicity (white vs. non-white) at baseline, as well as survival 
information. 

Whitehall II: Data from the fifth (1997–1999) phase of the UK 
Whitehall II longitudinal population-based cohort study was analyzed 
with a median follow-up of 17.2 years (N = 7870 participants in wave 5) 
and end of follow-up in June 2015. This ongoing cohort study of subjects 
initially targeted London-based British civil service office staff, aged 
35–55 years (Marmot and Brunner, 2005). The ECG recordings were 
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collected at the fifth (1997–1999) wave. A 5-minute supine resting 
12-lead ECG (KardiosisTM ECG acquisition module, Tepa, Inc., Turkey 
and Getemed ECG recorder, Getemed Teltow, Germany) was obtained 
after five minutes of rest and HRV measures were calculated. The Uni-
versity College London ethics committee approved the study and par-
ticipants gave informed consent. Whitehall II data, protocols and other 
meta-data are available to bona fide researchers for research purposes 
(data sharing policy is available at https://www.ucl.ac. 
uk/epidemiology-health-care/data-sharing-faq). The present study 
included participants with data on all-cause and cardiac mortality, HRV 
(RMSSD, SDNN, HF, LF, Total Power [TP]), age (years), sex (male vs. 
female), and ethnicity (white vs. non-white) at phase 5 (1997–1999), as 
well as survival information from phases 11 (2012–2013, last updated in 
June 2015). 

For both studies, analyses according to the Cox proportional hazard 
regression model were performed and HRs were extracted with their 
respective 95% confidence intervals (CI). 

2.4. Data extraction and summary statistics 

Data on study characteristics, methodological quality and outcomes 
were extracted independently by two author dyads (MNJ & KW and CB 
& EB) in accordance with the data extraction sheet. After an initial trial 
phase including three full texts per author, the items of the extraction 
sheet were discussed and carefully reviewed for inconclusive items and 
adjusted if necessary. During the process of study extraction, the sheet 
was continually adapted. If data were not extractable (i.e., only provided 
in graphs), authors were contacted and asked for additional information. 

The following data were extracted from all included studies:  

(1) names of all authors,  
(2) year of publication,  
(3) year and place of data collection,  
(4) sample size,  
(5) population characteristics such as type of sample (diagnostics), 

mean age, proportion of females, mean length of follow-up,  
(6) artifact handling,  
(7) excluded subjects,  
(8) total length of heart rate assessment,  
(9) position and paced breathing,  

(10) recorder type and software,  
(11) type of mortality,  
(12) covariates adjustment for in the statistical analysis,  
(13) the HRV parameter type and metric for predicting end points,  
(14) HRs with 95% CI. 

Populations were coded into ‘clinical’ (populations with existing 
disease like coronary artery disease, cirrhosis, dialysis) and ‘non-clin-
ical’ (populations characterized as healthy or as general population). 

Setting was categorized in ‘ambulatory’ (mostly 24 h measurement), 
‘supine’ (short time measurement), ‘sitting’ (short time measurement, if 
explicitly mentioned) and ‘resting’ (short time measurement without 
information about posture). 

Mortality was categorized as ‘all-cause’ if it was reported as all-cause 
and as ‘cardiac’ if it was reported as cardiac death, arrhythmic death, 
cardiovascular death, and fatal coronary heart disease. 

If HRs were reported from several Cox regression models, priority 
was given to HRs from covariate unadjusted Cox regression as well as to 
HR from fully adjusted Cox regression models as reported by the authors 
of the respective study (see Section 2.4.2 Hazard ratios). 

If standard errors (SE) were reported instead of standard deviations 
(SD), the SD was estimated in accordance to an earlier meta-analysis, by 
using the following formula: SD = SE × sqrt(n) (Higgins et al., 2019). 

2.4.1. Measures of HRV 
All measures of HRV are rooted in the variability observed from 

intervals between adjacent normal R waves (NN intervals). A detailed 
description about HRV parameters is summarized by Ginsberg and 
Shaffer (Shaffer and Ginsberg, 2017). In brief, three broad categories are 
distinguished: time domain measures enumerating the amount of vari-
ability in measurements such as the square root of the mean of the sum 
of the squares of differences between adjacent R-R intervals (RMSSD), 
percentage of successive RR intervals that differ by more than 50 ms 
(pNN50) or standard deviation of all normal-to-normal intervals 
(SDNN), and the SD of the average normal-to-normal intervals for each 
5 min segment (SDANN) in 24 h recordings. Frequency-domain mea-
sures estimate the distribution of absolute or relative power commonly 
within four frequency bands: high frequency (HF), low frequency (LF), 
very low frequency (VLF), and ultra-low frequency (ULF) as well as total 
power (TP) to capture the power across all bands. Finally, there are 
nonlinear methods such as sample entropy (SampEn), which is a mea-
sure of time series regularity and complexity. The following most 
frequently reported HRV parameters, which are also recommended by 
the Task Force of the European Society of Cardiology and the North 
American Society of Pacing and Electrophysiology (Camm et al., 1996), 
are selected for the present meta-analysis: SDNN, SDANN, TP, VLF and 
LF, all measures capturing variability from mixed sources such as sym-
pathetic, parasympathetic, thermoregulation and functional capacity, as 
well as RMSSD, HF or pNN50, for example, measures capturing pri-
marily vagal influence. Importantly, the calculation of VLF is not rec-
ommended from short segments (Nunan et al., 2010). Thus, VLF values 
were only included from studies that recorded for a sufficient amount of 
time (50 min minimum i.e., 10 cycles of lower frequency band border 
0.0033 Hz) to resolve this frequency. The following studies report VLF 
calculated from 5- or 10-minute intervals (Bhogal et al., 2019; Hotta 
et al., 2005; Lanza et al., 2006; May and Arildsen, 2012; Quintana et al., 
1997) or no information of VLF calculation (Badarau et al., 2015) and 
VLF parameters from these studies were therefore not included. 

In addition, SDNN is dependent on the recording length such that 
comparisons between 5-minute recordings vs. 24 h recordings are 
problematic. Therefore, studies with SDNN recorded for 24 h and 
analyzed as a single segment with 24 h were summarized separately 
(Ablonskytė-Dūdonienė et al., 2012; Lanza et al., 2006; Mäkikallio et al., 
2001; Stein et al., 2008). 

Other parameters such as SD1, SD2, DFalpha were not considered as 
they were only found in single studies, thus not fulfilling the criteria for 
meta-regression. 

Both absolute and logarithmically transformed values of HRV have 
been included in the present meta-analysis. Normalized values have not 
been included to this meta-analysis due to the fact that these measures 
are calculated on the basis of parameters such as LF and TP (Burr, 2007). 
The aim of the present meta-analysis was to associate single parameters 
of HRV with mortality. 

2.4.2. Hazard ratios 
Nearly all full texts reported HRs with respective 95% CI. CIs of 99% 

were transformed to 95%. Similarly, the HR and its variance were log 
transformed as recommended previously (Parmar et al., 1998). This 
measure allows for censoring and accommodates variable length of 
follow-up for each of the included trials. The respective SE was calcu-
lated as sqrt((CI_upper–CI_lower/3.92)^2) for 95% CI and sqrt((CI_up-
per–CI_lower/5.15)^2) for 99% CI in case no SE was reported, but CI were 
available (Higgins et al., 2019). 

The direction of effects was carefully reviewed by MNJ and EBM and 
conclusively interpreted as a decrease in the HRV parameter per unit of 
interest. For example, some study authors report cut off values such as 
the SDNN < 20 ms vs. ≥ 20 ms and compared groups while others 
report an increase per millisecond (ms) in SDNN. The latter was inverted 
using the formula 1/HR to correspond to a decrease per ms. As a matter 
of fact, per unit change is different across studies (cut-offs vs. increment 
decreases) and is therefore a potential source of heterogeneity. Also, the 
default inverse variance weighting is replaced with weights per study by 
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their respective study size N (see below). 
Several studies presented HR from covariate unadjusted and covar-

iate adjusted Cox regression models. If multiple covariates adjusted Cox 
regression models were reported, priority was given to the model 
including age and sex and a minimum of other covariates to enhance 
between study comparability. Age and sex are known as important de-
terminants of HRV. It would have been best if all models would have 
been available containing the covariate age and sex only. However, as 
selection of adjusted covariates widely differed between studies, we also 
extracted the HR from unadjusted Cox-regression. Meta-analytic 
regression tried to estimate the between study effect of different com-
positions regarding age, sex, population type, etc. (see Section 3.2.2. 
potential effect modifiers). 

2.4.3. Risk of bias assessment 
We assessed the risk of bias via the following criteria: We added a 

time window to HRV sampling, with ‘one’ referring to a well-defined 
time window (time and situation) and ‘zero’ referring to a too variable 
or unclear time window (e.g., between 18 and 24 h). As a number of 
studies report only significant and no secondary HRV parameters, HRV 
parameter selection represented the next criterion. Studies reporting all 
time-domain and frequency-domain parameters valid for the time win-
dow of measurement were assigned one point and those reporting only 
arbitrarily selected parameters were marked by 0. Quality of artifact 
control was rated with ‘one’ if artifact handling was reported and 
adequate. If too many artifacts (more than 10%) were included or if 
artifact handling was not reported at all, ‘0’ was assigned. If screening 
procedures were poorly described (e.g., no flow chart of included and 
excluded subjects) population bias was assumed and selection bias could 
not be assessed in the following. 

For all criteria, points were summed up. The results were rated on a 
zero (low quality, bias possible) to four (high quality, low probability of 
bias) range. 

2.5. Methodological quality assessment 

Leave-one-study-out sensitivity analysis was performed by sequen-
tial exclusion of each trial and comparing results graphically, for sub-
groups (type of mortality all-cause or cardiac, unadjusted- vs. covariate 
adjusted, HRV parameter) with at least three or more studies. A study 
was considered to be influential if the point estimates of the leave-one- 
out-pooled outcomes were not within the 95% CI of the original pooled 
outcomes. 

2.6. Statistical analysis 

STATA version 15.1 (Stata Corporation, College Station, TX, USA) 
with the package metan (Version 20210224) was used to perform the 
meta-analysis. Weighted generalized least squares meta regressions 
were calculated using SPSS Version 25 (SPSS© Statistics 25, IBM, USA) 
with the macro metareg. HRs and SEs were accordingly extracted from 
full texts or IPD-datasets and log-transformed. Study weights were set to 
actual study size, i.e., the reported N of the respective Cox regression 
model if reported. This method is replacing standard inverse probability 
weighting, because of the different metrics of reported parameters such 
as ms, log(ms), or quartiles. These different metrics can be a large source 
of varying SEs between studies and can bias inverse probability 
weighting. However, this led to a larger number of studies reporting 
smaller increments (i.e., per millisecond changes) while studies report-
ing larger increments (i.e., per quartile change, per SD change) were 
underrepresented. 

Statistical heterogeneity was assessed by using the I2 statistic. This 
method quantifies the amount of variation between studies that can be 
attributed to true variation in effect sizes rather than sampling error. 
Importantly, I2 does not depend on the number of studies included in the 
meta-analysis or the metric of the effect size (Higgins and Thompson, 

2002). An I2 of 25%, 50% and 75% is considered as low, moderate and 
high heterogeneity, respectively. Heterogeneity was considered to be 
present if I2 exceeded 25% (Higgins and Thompson, 2002). If hetero-
geneity was present, random-effect models were interpreted, if no het-
erogeneity was present, fixed-effect models were interpreted. A p-value 
< 0.05 was considered to be statistically significant. 

2.7. IPD subgroup analysis heart rate correction 

To eliminate the potential effect of heart rate on HRV, a sub-analysis 
was performed for the parameters SDNN and RMSSD calculating the 
coefficient of variation (cvRMSSD and cvSDNN) as suggested by de Geus 
et al. (2019). For these Cox regression analyses, fixed effect inverse 
variance weighting was used, calculating HR for the lowest quartile vs. 
the rest of the respective HRV parameter. 

3. Results 

3.1. Search results and study selection 

A total of 32 studies and two datasets (K=34) summarizing data from 
38,008 individuals were analyzed (see Fig. 1). From some studies, more 
than one population sample (S) was extracted because authors separated 
results by subgroups (Dekker et al., 1997; La Rovere et al., 2003; Liao 
et al., 2002). 

Four major groups were classified: Studies reporting results on all- 
cause mortality and cardiac mortality each either derived from covari-
ate unadjusted or covariate adjusted Cox proportional hazard models. If 
authors from included studies reported both, unadjusted and adjusted 
HRs, both were extracted. We present studies reporting results on A) all- 
cause mortality from covariate unadjusted Cox proportional hazard 
models (K=18; S=18; N = 17,990) (Ablonskytė-Dūdonienė et al., 2012; 
Bhogal et al., 2019; Gilliam et al., 2007; Hotta et al., 2005; Kiviniemi 
et al., 2007; Lanza et al., 2006; Macfarlane et al., 2007; Mäkikallio et al., 
2001; Medenwald et al., 2017; Ryff et al., 2021, Whitehall year: 1998; 
Oikawa et al., 2009; Quintana et al., 1997; Shibasaki et al., 2014; Singh 
et al., 2009; Steeds et al., 2004; van Bemmel et al., 2006) and on B) 
all-cause mortality from covariate adjusted Cox proportional hazard 
regression models (K=17; S=19; N = 31,595) (Bhogal et al., 2019; 
Carney et al., 2005; Dekker et al., 1997; Gilliam et al., 2007; Kiviniemi 
et al., 2007; Kotecha et al., 2019; Lanza et al., 2006; Liao et al., 2002; 
Macfarlane et al., 2007; Mäkikallio et al., 2001; May and Arildsen, 2012; 
Medenwald et al., 2017; Ryff et al., 2021, Whitehall year: 1998; Oikawa 
et al., 2009; Shibasaki et al., 2014) as well as studies reporting results on 
C) cardiac mortality from unadjusted Cox regressions (K=16; S=17; 
N = 16,724) (Ablonskytė-Dūdonienė et al., 2012; Cygankiewicz et al., 
2009; Hayano et al., 2001; Kida et al., 2017; Kiviniemi et al., 2007; Kop 
et al., 2010; La Rovere et al., 2003; Lanza et al., 2006; Macfarlane et al., 
2007; Mäkikallio et al., 2001; Medenwald et al., 2017; Nishimura et al., 
2010; Oikawa et al., 2009; Stein et al., 2008; van Bemmel et al., 2006; 
Whitehall year: 1998) and on D) cardiac mortality from covariate 
adjusted Cox regressions (K=15; S=18; N = 21,506) (Cygankiewicz 
et al., 2009; Dekker et al., 1997; Hayano et al., 2001; Kamphuis et al., 
2007; Kida et al., 2017; Kiviniemi et al., 2007; La Rovere et al., 2003; 
Lakusic et al., 2013; Lanza et al., 2006; Liao et al., 2002; Mäkikallio 
et al., 2001; Medenwald et al., 2017; Nishimura et al., 2010; Oikawa 
et al., 2009; Whitehall year: 1998). 

The sample and study characteristics of the included studies are 
summarized in Table 1. Most of the included studies (K=13) recruited 
participants from general population samples (N = 29,716; 78% of total 
population), followed by populations suffering from cardiac diseases 
(K=14; N = 5935; 16% of total population) such as myocardial infarc-
tion and heart failure. 

ECG measurement varied by technique and duration as well as 
artifact correction and calculation of HRV parameters. The setting of 
ECG measurement was predominantly ambulatory (K=20; 59% of 
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included studies), followed by supine (K=7; 21% of included studies), or 
at rest (K=6; 18% of included studies). The studies were conducted in 
Europe (K=19; 56%), North America (K=9; 26%) or Asia (K=6; 18%). 
The average female proportion was 39% across all studies (range 
0–75%). 

The number of reported HRV parameters of interest varied between 
one and seven. Twenty-eight out of 37 samples reported SDNN, the most 
commonly reported parameter, but see discussion section for issues with 

this parameter. 
The results of the methodological quality assessment are listed in  

Table 2. The time window for HRV analysis was mostly well-defined. 
Artifact control was poorly described in about two thirds of the 
studies, while the remaining one third described their procedures in 
depth. About two thirds of the authors reported HRV parameters only in 
a selective way. Over two thirds of the studies showed no evidence for 
population bias. On a scale from 0 (low quality) to 4 (high quality), the 

Table 1 
Characteristics of included studies.  

Abbreviations: CABG, coronary artery bypass graft; CAD, coronary artery disease; CHF, chronic heart failure; CVD, cardiovascular disease; HF-power, High frequency 
power; IBI, Inter-beat interval; LDL, low-density lipoprotein; LF-power, Low frequency power; LVEF, left ventricular ejection fraction; MI, myocardial infarction; n/a, 
Not Available; NYHA class, New York Heart Association class of heart failure; pNN50, Percentage of successive normal to normal intervals that differ by more than 
50 ms; RMSSD, Square root of the mean of the sum of the squares of differences between adjacent normal to normal intervals; SDANN, Standard deviation of the 
averages of normal to normal interva; SDNN, Standard deviation of normal to normal intervals; SDNN24, SDNN calculated from 24 h measurements; STEMI, ST- 
elevation myocardial infarction; VLF-power, Very low frequency power 
Ablonskytė-Dūdonienė et al. (2012), Badarau et al. (2015), Bhogal et al. (2019),Carney et al. (2005),Cygankiewicz et al. (2009),Dekker et al. (1997),Gilliam et al. 
(2007),Hayano et al. (2001),Kamphuis et al. (2007),Kida et al. (2017),Kiviniemi et al. (2007),Kop et al. (2010),Kotecha et al. (2019),La Rovere et al. (2003),Lakusic 
et al. (2013),Lanza et al. (2006),Liao et al. (2002),Liao et al. (2002),Macfarlane et al. (2007),Mäkikallio et al. (2001),May and Arildsen (2012),Medenwald et al. 
(2017),Nishimura et al. (2010),Oikawa et al. (2009),Quintana et al. (1997),Shibasaki et al. (2014),Singh et al. (2009),Steeds et al. (2004),Stein et al. (2008),van 
Bemmel et al. (2006), Wulsin et al. (2015) 
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average score was 2.2. Only four included studies met all four quality 
criteria (N = 4261; 11%). 

3.2. Data analysis 

3.2.1. Meta-analysis 
An overview of the summary results per HRV parameter of the meta- 

analysis is presented in Fig. 2. All details of the results per included study 
of the meta-analysis are shown in Table 3. Analysis of the pooled data 
revealed significantly higher all-cause mortality per unit decrease in 
SDNN and LF, regardless of the model (unadjusted or covariate adjusted) 
and for both all-cause and cardiac mortality. The effect size for RMSSD 
(HR 1.25 95%CI 1.04 – 1.51) and HF (1.56 95%CI 1.37 – 1.77) was 
highest in unadjusted models for all-cause mortality. 

Detailed forest plots are shown in Figs. 3–6 for all-cause and cardiac 
mortality presenting both, covariate unadjusted and covariate adjusted 
Cox proportional hazard models as extracted from the included studies. 
Due to the high heterogeneity between the studies for most HRV mea-
sures, meta-analysis results are reported from random-effect models if 
k ≥ 2. Forest plots displaying results from fixed-effects models are 
shown in Supplemental Figs. S1-S4. 

3.2.1.1. Correcting for heart rate. To explore the effect of correction for 
heart rate (i.e., coefficient of variation), individual participant dataset 
analysis was conducted (i.e. Whitehall and MIDUS). The overall effect 
did not change relevantly for models using cvSDNN (k = 2; N = 5251 
from HRSDNN 1.23 [95%CI: 1.03 – 1.46] to HRcvSDNN 1.21 [95%CI: 1.01 – 
1.44]) or cvRMSSD (k = 2; N = 5251 from HRRMSSD 1.17 [95%CI: 0.98 – 
1.39] to HRcvRMSSD 1.13 [95%CI: 0.95 – 1.34]). 

3.2.2. Potential Effect modifiers 
Meta regressions on random effects were performed for HRV pa-

rameters if k ≥ 9. Here, only statistically significant effects are reported. 
Full results are presented in Table 4. 

Meta regression of HRs from studies reporting covariate unadjusted 
models for all-cause mortality revealed the following: Recording length 
in minutes or as binary indicator (short term vs. rest) as well as mean 
follow-up time in month modified statistically significant the HRs of all- 
cause mortality for the HRV parameter LF. Here, studies with shorter 
recording length (binary; b − 0.606, 95%CI − 1.134 to − 0.078) and 
shorter mean-follow-up time (b − 0.003, 95%CI − 0.006 to − 0.000) had 
a lower effect size in studies reporting HRs from covariate unadjusted 
models. 

SDNN effects on cardiac mortality were significantly modified by the 
type of population and mean follow up time. Here, studies reporting HRs 
from covariate unadjusted models from non-clinical populations re-
ported smaller effect sizes in SDNN (b − 0.814, 95%CI − 1.375 to 
− 0.253). Also, studies with shorter recording length (binary; b − 0.610, 
95%CI − 1.186 to − 0.033) had a lower effect size in studies reporting 
HRs from covariate unadjusted models. 

Similar, the effect of LF on cardiac mortality were significantly 
modified by the type of population and mean follow up time. Here, 
studies reporting HRs from covariate unadjusted models from non- 
clinical populations reported smaller effect sizes in LF (b − 0.837, 95% 
CI − 1.278 to − 0.396). Also, studies with shorter mean-follow-up time (b 
− 0.005, 95%CI − 0.008 to − 0.003) had a lower effect size in studies 
reporting HRs from covariate unadjusted models. 

Meta regression of HRs from studies reporting covariate adjusted 
models did not reveal any significant effect modifier regarding age 
(years), female proportion (%), recording length (minutes), continent 
(Asia vs. rest), decade of study conduction (post 2000 vs. rest), quality of 
artifact control (good vs. rest), population (clinical/non-clinical), or 
length of follow-up (month) for all-cause nor for cardiac mortality (see 
Table 4). 

3.2.3. Sensitivity analysis 
The majority of pooled HR values were consistent with the full 

random effect meta-analysis after sequential exclusion of each study 
(leave one out) – stratified by covariate unadjusted vs. covariate 
adjusted studies, type of mortality and HRV-parameter. Two studies 
were considered to be influential. Studies reporting HRs from covariate 
unadjusted models, the Whitehall study significantly influenced HR to 
be lower for TP (K=4; HR 1.61 [1.14 – 2.27] vs. K=3; HR=2.30 [1.75 – 
3.02]) and LF (K=11; HR 1.71 [1.51 – 1.93] vs. K=10; HR=1.97 [1.68 – 
2.31]) predicting all-cause mortality. Leaving out the results by Gilliam 
et al. (2007) changed the effect of SDANN predicting all-cause mortality 
to a significantly smaller effect in covariate adjusted models (K=4; HR 
4.83 [1.46 – 16.04] vs. K=3; HR=1.12 [0.94 – 1.33]). 

4. Discussion 

With the present comprehensive meta-analysis of 32 studies and two 
IPD-datasets, we aimed to quantify the association between parameters 
of HRV and all-cause and cardiac mortality measures. The first hy-
pothesis, to observe systematic shorter time to event episodes in in-
dividuals with lower measures of HRV at study inclusion, is supported. 
The second hypothesis, that systematic differences in cardiac and all- 
cause mortality exist independently of study features such as age, sex, 

Table 2 
Quality and risk of bias rating of included studies.  

First Author, 
Year 

Time 
Window 
defined 

Quality 
of 
Artifact 
Control 

HRV 
Parameter 
Selection 

Population 
Bias 

Total 

Ablonskytė- 
Dūdonienė

2012  

1  1  0  1  3 

Badarau 2015  1  0  0  0  1 
Bhogal 2019  1  1  0  1  3 
Carney 2005  0  0  0  1  1 

Cygankiewicz 
2009  

1  0  1  1  3 

Dekker 1997  0  1  1  1  3 
Gilliam 2007  1  0  0  0  1 
Hayano 2001  1  1  1  1  4 

Hotta 2005  0  0  0  1  1 
Kamphuis 2007  0  1  1  1  3 

Kida 2017  1  0  0  0  1 
Kiviniemi 2007  0  0  1  0  1 

Kop 2010  0  0  1  1  2 
Kotecha 2019  1  0  0  1  2 

La Rovere 2003  1  1  0  1  3 
Lakusic 2013  1  1  0  0  2 

Lanza 2006  1  0  0  1  2 
Liao 2002  1  1  0  1  3 

Macfarlane 
2007  

1  0  1  0  2 

Mäkikallio 
2001  

1  0  0  1  2 

May 2012  1  0  0  1  2 
Medenwald 

2017  
1  1  1  1  4 

MIDUS & 
Refresher  

1  1  1  1  4 

Nishimura 
2010  

1  0  0  1  2 

Oikawa 2009  1  1  0  1  3 
Quintana 1997  1  0  0  1  2 
Shibasaki 2014  1  0  0  0  1 

Singh 2009  1  0  0  1  2 
Steeds 2004  0  0  0  0  0 

Stein 2008  1  0  0  0  1 
Syed 2009  1  0  0  1  2 

van Bemmel 
2006  

1  1  1  1  4 

Whitehall II  1  0  1  1  3 
Wulsin 2015  1  0  0  0  1 

0: high risk of bias present 
1: no or low risk of bias present 
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recording length, continent, decade of study conduction, quality of 
artifact control, population (clinical/non-clinical), or length of follow- 
up, could also be confirmed. In other words, despite the existing het-
erogeneity across included populations, study features, and HRV pa-
rameters, there appears to be a substantial negative association between 
measures of HRV and mortality. 

4.1. Clinical application 

For clinical application, we present a composite HR of 1.56 (95% CI: 
1.32–1.85) for a 5-min-RMSSD value within the lowest quartile. The 
magnitude of this HR is higher than that for shortened sleep defined as 
less than 7 h on average per night (relative risk [RR]=1.10, 95%CI 
1.06–1.15) (Gallicchio and Kalesan, 2009) and exceeds the 34% higher 

mortality risk for adults sitting 10 h/day (Chau et al., 2013) as well as 
the risk of harmful drinkers (RR=1.37, 95%CI 1.35–1.49) (Holman 
et al., 1996) and the mortality risk of white coat hypertension 
(HR=1.33, 95%CI 1.07–1.67) (Cohen et al., 2019). This risk is slightly 
lower compared to the all-cause mortality risk in masked uncontrolled 
hypertension compared to controlled hypertension (HR=1.80, 95%CI 
1.57–2.06) (Pierdomenico et al., 2018). However, fitness is an even 
stronger predictor of mortality with a two to three times increase of 
mortality risk (Barry et al., 2018). 

The pooled HR for 5-min-RMSSD from unadjusted models from 
studies that reported HRs comparing the lowest quartile with the other 
quartiles is shown in Fig. 7. The average follow-up time of these studies 
was 14.5 years. According to this, an individual with a 5-min-RMSSD of 
the lowest quartile of its reference population would have a 56% higher 

Fig. 2. Forest Plot for all-cause and cardiac mortality from unadjusted and covariate adjusted random effect Cox-regression models. Hazard Ratio > 1 indicates 
higher mortality risk with lower HRV (per increment decrease/lowest quartile vs. other quartiles, for details of cut-offs see Figs. 3–6). Dashes represent 1.000 
participants. HRV parameters reported by less than two studies are not displayed. Abbreviations: HRV: heart rate variability, k: number of studies; n: number of 
participants; I2: heterogeneity; p(I2): P-value from heterogeneity test, CI: confidence interval, all-cause: all-cause mortality, cardiac: cardiac mortality, cov.-unadj: 
covariate unadjusted model, cov.-adj.: covariate adjusted model, SDNN: Standard deviation of normal to normal intervals, RMSSD: Square root of the mean of 
the sum of the squares of differences between adjacent normal to normal intervals, HF-power: High frequency power, LF-power: Low frequency power, VLF-power: 
Very low frequency power, SDNN24: SDNN calculated from 24 h measurements, SDANN: Standard deviation of the averages of normal to normal intervals, pNN50: 
Percentage of successive normal to normal intervals that differ by more than 50 ms, IBI: Inter-beat interval. 
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Table 3 
Results of Meta-Analysis.      

Fixed effect Random effect       

HRV 
parameter 

k n Effect 
size 

lower 
95%CI 

upper 
95%CI 

z p# Effect 
size 

lower 
95%CI 

upper 
95%CI 

z p# Heterogeneity 
statistic 

I2* * p§ Tau2 

All-cause 
mortality 

covariate 
unadjusted 

SDNN  11  15452  1.441  1.294  1.605  6.632  0.000  1.441  1.191  1.744  3.755 < 0.001  629.71 98.4% < 0.001  0.029 
SDNN24  3  1081  1.808  1.192  2.743  2.786  0.005  1.808  0.921  3.552  1.72 0.085  15.34 87.0% < 0.001  0.192 
SDANN  6  3073  3.538  1.896  6.604  3.97  0.000  3.538  1.554  8.058  3.01 0.003  190000 100% < 0.001  0.366 
RMSSD  7  8504  1.255  1.047  1.504  2.46  0.014  1.255  1.040  1.514  2.372 0.018  915.62 99.3% < 0.001  0.002 
pNN50  3  1445  0.671  0.303  1.487  -0.984  0.325  0.671  0.303  1.487  -0.984 0.325  916.66 99.8% < 0.001  0.000 
HF  11  9126  1.558  1.375  1.764  6.97  0.000  1.558  1.374  1.765  6.939 < 0.001  20000000 100% < 0.001  0.000 
LF  11  9126  1.706  1.506  1.932  8.41  0.000  1.706  1.505  1.934  8.351 < 0.001  29000000 100% < 0.001  0.000 
TP  4  3954  1.611  1.344  1.931  5.151  0.000  1.611  1.142  2.272  2.717 0.007  10.17 70.5% 0.017  0.030 

covariate 
adjusted 

SDNN  13  28963  1.236  1.130  1.353  4.603  0.000  1.236  1.065  1.435  2.792 0.005  94.57 86.3% < 0.001  0.018 
SDANN 4  1466  4.834  1.518  15.395  2.666  0.008  4.834  1.457  16.042  2.575 0.010  260000 100% < 0.001  0.061 
RMSSD 6  18705  1.075  0.935  1.235  1.016  0.310  1.075  0.899  1.285  0.793 0.428  11.38 56.0% 0.044  0.009 
HF 10  19857  1.232  1.092  1.390  3.390  0.001  1.232  1.015  1.496  2.107 0.035  13173.15 99.9% < 0.001  0.019 
LF 11  20790  1.338  1.194  1.499  5.000  0.000  1.338  1.095  1.634  2.851 0.004  29.82 66.5% 0.001  0.024 
VLF 2  1268  1.710  1.258  2.325  3.428  0.001  1.710  1.258  2.325  3.428 0.001  1.39 28.2% 0.238  0.000 
TP 4  4343  1.186  1.005  1.401  2.018  0.044  1.186  0.868  1.622  1.071 0.284  12.02 75.0% 0.007  0.030 

Cardiac 
mortality 

covariate 
unadjusted 

SDNN  11  14020  1.519  1.340  1.721  6.545  0.000  1.519  1.013  2.278  2.022 0.043  72.73 86.3% 0.043  0.1525 
SDNN24  3  2066  1.241  1.015  1.518  2.107  0.035  1.241  0.873  1.766  1.202 0.229  6463.78 100% 0.229  0.0507 
SDANN  4  1229  2.068  1.275  3.356  2.944  0.003  2.068  1.111  3.850  2.293 0.022  19836.30 100% 0.022  0.1207 
RMSSD  4  6318  1.088  0.836  1.416  0.629  0.529  1.088  0.733  1.616  0.419 0.675  25.29 88.1% 0.675  0.0601 
pNN50  3  1465  1.013  0.809  1.269  0.114  0.909  1.013  0.708  1.451  0.072 0.943  7.19 72.2% 0.943  0.0436 
HF  8  7943  1.274  1.021  1.588  2.149  0.032  1.274  0.984  1.649  1.836 0.066  10.50 33.3% 0.066  0.0187 
LF  9  8145  1.816  1.480  2.228  5.715  0.000  1.816  1.322  2.492  3.688 < 0.001  19.73 59.5% < 0.001  0.0639 
TP  4  4897  1.719  1.278  2.312  3.584  0.000  1.719  1.209  2.444  3.019 0.003  6.08 50.7% 0.003  0.0182 

covariate 
adjusted 

SDNN  11  20094  1.515  1.086  2.113  2.445  0.014  1.515  1.018  2.253  2.049 0.040  23.38 48.7% 0.025  0.040 
RMSSD 4  16675  1.167  0.770  1.770  0.727  0.467  1.167  0.751  1.814  0.687 0.492  4.33 30.7% 0.228  0.012 
HF 7  17898  0.934  0.636  1.371  -0.348  0.728  0.934  0.636  1.371  -0.348 0.728  9.88 39.3% 0.130  0.000 
LF 10  18885  1.503  1.074  2.104  2.375  0.018  1.503  1.008  2.243  1.997 0.046  15.17 40.7% 0.086  0.035 
TP 3  3990  1.312  0.914  1.883  1.474  0.140  1.312  0.914  1.883  1.474 0.140  1.80 0.0% 0.407  0.000 

Legend: abbreviations: Tau2, between-study variance; CI, confidence interval; HF, High frequency power; HRV, heart rate variability; I2* *, variation in effect size attributable to heterogeneity; k, number of studies; LF, 
Low frequency power; p#, p-value of significance test of effect size= 1; p§, p-value of I2 statistic; pNN50, Percentage of successive normal to normal intervals that differ by more than 50 ms; RMSSD, Square root of the 
mean of the sum of the squares of differences between adjacent normal to normal intervals; SDANN, Standard deviation of the averages of normal to normal interva; SDNN, Standard deviation of normal to normal 
intervals; SDNN24, SDNN calculated from 24 h measurements; TP, Total power; VLF, Very low frequency power; z, z statistics 
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mortality risk over the next 15 years [95%CI: 32–85%]. In these studies, 
the weighted mean value for the lowest quartile was 12 ms (MIDUS: 
9.25 ms; Steeds: 8.3 ms; Whitehall II: 13.3 ms). 

From a clinical perspective, a five minutes ECG measurement with 

calculation of SDNN or RMSSD and subsequent quartile classification 
would be sufficient to identify individuals at risk, without the necessity 
to assess additional parameters such as a full laboratory profile. For 
example, we showed in a recent study in 19 different occupational 

Fig. 3. Forest plot for all-cause mortality from covariate unadjusted analyses. Hazard Ratio > 1 indicates higher mortality risk with lower HRV (per increment 
decrease/lowest quartile vs. other quartiles, as indicated). Weights and between-subgroup heterogeneity tests are from random effect models and with user-defined 
weight. Dashes represent 1.000 participants. HRV parameters reported by less than two studies are not displayed. Abbreviations: HRV: heart rate variability, N: 
number of participants, CI: confidence interval, I2: heterogeneity; p(I2): P-value from heterogeneity test, all-cause: all-cause mortality, cardiac: cardiac population, 
CAD: coronary artery disease, GenPop: General population, SD: standard deviation, ms: millisecond, y: years, h: hours, min: minutes, SDNN: Standard deviation of 
normal to normal intervals, RMSSD: Square root of the mean of the sum of the squares of differences between adjacent normal to normal intervals, HF-power: High 
frequency power, LF-power: Low frequency power, VLF-power: Very low frequency power, SDNN24: SDNN calculated from 24 h measurements, SDANN: Standard 
deviation of the averages of normal to normal intervals, pNN50: Percentage of successive normal to normal intervals that differ by more than 50 ms, IBI: Inter- 
beat interval. 
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Fig. 4. Forest plot for all-cause mortality from covariate adjusted analyses. Hazard Ratio > 1 indicates higher mortality risk with lower HRV (per increment 
decrease/lowest quartile vs. other quartiles, as indicated). Weights and between-subgroup heterogeneity tests are from random effect models and with user-defined 
weight. Dashes represent 1.000 participants. HRV parameters reported by less than two studies are not displayed. Abbreviations: HRV: heart rate variability, N: 
number of participants, CI: confidence interval, I2: heterogeneity; p(I2): P-value from heterogeneity test, all-cause: all-cause mortality, cardiac: cardiac population, 
CAD: coronary artery disease, GenPop: General population, SD: standard deviation, ms: millisecond, y: years, h: hours, min: minutes, SDNN: Standard deviation of 
normal to normal intervals, RMSSD: Square root of the mean of the sum of the squares of differences between adjacent normal to normal intervals, HF-power: High 
frequency power, LF-power: Low frequency power, VLF-power: Very low frequency power, SDNN24: SDNN calculated from 24 h measurements, SDANN: Standard 
deviation of the averages of normal to normal intervals, pNN50: Percentage of successive normal to normal intervals that differ by more than 50 ms, IBI: Inter- 
beat interval. 
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settings with more than 9500 participating employees that RMSSD 
values below 25 ± 4 ms were associated with an elevated risk across a 
range of established cardiovascular risk factors (Jarczok et al., 2019b). 
Because parameters of HRV are a nonspecific correlate of disease risk, 
they are particularly suitable for a prevention setting. Despite the great 
scientific progress in interventional medicine over the past decades, 
chronic diseases such as MI and stroke continue to be common diseases 
causing great suffering and high costs. In 2019, the first nine leading 
causes for disability-adjusted life years were attributed to 
non-communicable diseases (Abbafati et al., 2020). This high number 
could be reduced through prevention. Although it is widely agreed that 
prevention is necessary, it is often not transferred into practice (Fine-
berg, 2013). One problem is communicating potential risk to apparently 
healthy individuals. This problem is addressed by risk assessments, but 
commonly they are developed to be disease specific e.g. for coronary 

heart disease like the Framingham risk score (Wilson et al., 1998) or for 
diabetes like the Findrisk score (Lindström and Tuomilehto, 2003). 
Despite the disease specific nature of these scores, they not only show 
high intercorrelations among each other, but also a medium to high 
adjusted rank correlation with vagally-mediated HRV (Schuster et al., 
2016). The preventive advice from these risk scores overlap to a large 
extent, as behavioral advice commonly include what the authors would 
call the hattrick of lifestyle interventions: engage in physical and social 
activities, eat a healthy diet, and take care of relaxation such as sleep 
hygiene but also detachment from work (Avery et al., 2012; Dickinson 
et al., 2006; Galani and Schneider, 2007; O’Connor et al., 2021; Thayer 
and Lane, 2007). Therefore, HRV is an ideal risk parameter that can be 
used to measure individual risk for disease in general and, as an outlook, 
also to measure the effectiveness of lifestyle changes. Interestingly, 
several of these lifestyle interventions have been reported to improve 

Fig. 5. Forest plot for cardiac mortality from covariate unadjusted analyses. Hazard Ratio > 1 indicates higher mortality risk with lower HRV (per increment 
decrease/lowest quartile vs. other quartiles, as indicated). Weights and between-subgroup heterogeneity tests are from random effect models and with user-defined 
weight. Dashes represent 1.000 participants. HRV parameters reported by less than two studies are not displayed. Abbreviations: HRV: heart rate variability, N: 
number of participants, CI: confidence interval, I2: heterogeneity; p(I2): P-value from heterogeneity test, all-cause: all-cause mortality, cardiac: cardiac population, 
CAD: coronary artery disease, GenPop: General population, SD: standard deviation, ms: millisecond, y: years, h: hours, min: minutes, SDNN: Standard deviation of 
normal to normal intervals, RMSSD: Square root of the mean of the sum of the squares of differences between adjacent normal to normal intervals, HF-power: High 
frequency power, LF-power: Low frequency power, VLF-power: Very low frequency power, SDNN24: SDNN calculated from 24 h measurements, SDANN: Standard 
deviation of the averages of normal to normal intervals, pNN50: Percentage of successive normal to normal intervals that differ by more than 50 ms, IBI: Inter- 
beat interval. 
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measures of HRV such as physical activity (Tornberg et al., 2019), 
relaxation techniques (Lin et al., 2014), stress management (Balint et al., 
2022a), healthy diet (Young and Benton, 2018) or slow-paced breathing 
(Laborde et al., 2022; Sevoz-Couche and Laborde, 2022). 

4.2. Effect modifiers 

Comparing the HRs of studies conducted with general populations to 
ill patients, the relation between HRV parameter and mortality remains 
comparable. There is no evidence for any restriction of its use to a special 
population, as it appears to be valid in health and disease. Furthermore, 
no differences in effect sizes were found across participants’ age. Thus, 
our results support its possible use as an age-independent risk marker for 
primary prevention. 

The length of the measurement is another parameter that can in-
fluence the quality of results. Meta-regression did not find any system-
atic differences in HRs resulting from measurements over 10 seconds 
compared to 24 h. From this perspective, a short-term segment seems to 
be sufficient to predict mortality. Furthermore, artifact handling is 
easier in shorter measurements, so results are more uniform and are less 
affected by ‘noise’ caused by artifacts. Shorter measurements were taken 
almost always at rest within a controlled setting, whereas 24-hour 
measurements obviously include daily activities which vary highly 
inter-individually. In conclusion, in the present context of mortality 
prediction, the length of the measurement can be selected dependent on 
other local and study requirements. Next to pure risk stratification, a 
24 h-measurement of HRV can serve as a risk communication tool, 
including identification of individual resources and strains and 

Fig. 6. Forest plot for cardiac mortality from covariate adjusted analyses. Hazard Ratio > 1 indicates higher mortality risk with lower HRV (per increment decrease/ 
lowest quartile vs. other quartiles, as indicated). Weights and between-subgroup heterogeneity tests are from random effect models and with user-defined weight. 
Dashes represent 1.000 participants. HRV parameters reported by less than two studies are not displayed. Abbreviations: HRV: heart rate variability, N: number of 
participants, CI: confidence interval, I2: heterogeneity; p(I2): P-value from heterogeneity test, all-cause: all-cause mortality, cardiac: cardiac population, CAD: cor-
onary artery disease, GenPop: General population, SD: standard deviation, ms: millisecond, y: years, h: hours, min: minutes, SDNN: Standard deviation of normal to 
normal intervals, RMSSD: Square root of the mean of the sum of the squares of differences between adjacent normal to normal intervals, HF-power: High frequency 
power, LF-power: Low frequency power, VLF-power: Very low frequency power, SDNN24: SDNN calculated from 24 h measurements, SDANN: Standard deviation of 
the averages of normal to normal intervals, pNN50: Percentage of successive normal to normal intervals that differ by more than 50 ms, IBI: Inter-beat interval. 
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Table 4 
Results of Meta-Regressions.    

HRV 
parameter 

Effect modifier k b SE 95%CI 
lower 
bound 

95%CI 
upper 
bound 

z p B R2 

All-cause 
mortality 

Covariate 
adjusted studies 

HF Mean age (Years) 10  -0.001  0.027  -0.054  0.052  -0.023  0.981  -0.022  0.001 
Proportion female 
(%) 

10  0.002  0.009  -0.015  0.019  0.209  0.834  0.192  0.037 

Recording length 
(minutes) 

10  0.000  0.000  -0.001  0.001  0.402  0.688  0.370  0.137 

Continent (Asia vs. 
rest) 

2/8  0.214  0.646  -1.052  1.479  0.331  0.741  0.304  0.093 

Startdecade (pre- vs. 
post 2000) 

6/4  0.001  0.013  -0.024  0.026  0.074  0.941  0.068  0.005 

Quality of artifact- 
control (no / yes) 

4/6  -0.013  0.245  -0.493  0.468  -0.052  0.958  -0.048  0.002 

Population (clinical 
vs. non-clinical) 

6/4  -0.141  0.298  -0.725  0.444  -0.471  0.638  -0.434  0.188 

Shortterm-recording 
(no/yes) 

4/6  -0.170  0.417  -0.988  0.648  -0.407  0.684  -0.374  0.140 

mean follow-up time 
(months) 

10  -0.001  0.002  -0.005  0.004  -0.243  0.808  -0.223  0.050 

LF Mean age (Years) 11  0.001  0.024  -0.046  0.048  0.028  0.978  0.018  0.000 
Proportion female 
(%) 

11  0.001  0.008  -0.015  0.018  0.169  0.866  0.110  0.012 

Recording length 
(minutes) 

11  0.000  0.000  0.000  0.001  1.099  0.272  0.721  0.519 

Continent (Asia vs. 
rest) 

2/9  0.138  0.661  -1.157  1.432  0.209  0.835  0.137  0.019 

Startdecade (pre- vs. 
post 2000) 

7/4  -0.006  0.013  -0.030  0.019  -0.435  0.663  -0.285  0.081 

Quality of artifact- 
control (no / yes) 

6/5  0.010  0.231  -0.443  0.463  0.043  0.966  0.028  0.001 

Population (clinical 
vs. non-clinical) 

7/4  -0.251  0.267  -0.775  0.273  -0.940  0.347  -0.616  0.380 

Shortterm-recording 
(no/yes) 

5/6  -0.398  0.360  -1.102  0.307  -1.106  0.269  -0.725  0.526 

mean follow-up time 
(months) 

11  -0.002  0.002  -0.006  0.002  -0.975  0.330  -0.639  0.408 

SDNN Mean age (Years) 13  0.000  0.025  -0.050  0.049  -0.016  0.987  -0.013  0.000 
Proportion female 
(%) 

13  -0.003  0.004  -0.011  0.005  -0.721  0.471  -0.585  0.342 

Recording length 
(minutes) 

13  0.000  0.000  -0.001  0.001  0.692  0.489  0.561  0.315 

Continent (Asia vs. 
rest) 

1/ 
12  

0.574  0.871  -1.132  2.280  0.659  0.510  0.535  0.286 

Startdecade (pre- vs. 
post 2000) 

10/ 
3  

-0.005  0.013  -0.030  0.021  -0.361  0.718  -0.292  0.086 

Quality of artifact- 
control (no / yes) 

5/8  -0.099  0.203  -0.497  0.299  -0.487  0.627  -0.395  0.156 

Population (clinical 
vs. non-clinical) 

5/8  -0.144  0.357  -0.844  0.556  -0.404  0.686  -0.328  0.107 

Shortterm-recording 
(no/yes) 

3/ 
10  

-0.353  0.518  -1.369  0.663  -0.682  0.496  -0.553  0.305 

mean follow-up time 
(months) 

13  0.000  0.002  -0.004  0.004  0.010  0.992  0.008  0.000 

Covariate 
unadjusted 
studies 

HF Mean age (Years) 11  -0.016  0.018  -0.051  0.019  -0.912  0.362  -0.352  0.124 
Proportion female 
(%) 

11  0.009  0.008  -0.007  0.025  1.110  0.267  0.392  0.153 

Recording length 
(minutes) 

11  0.000  0.000  0.000  0.001  0.722  0.470  0.290  0.084 

Continent (Asia vs. 
rest) 

3/8  -0.158  0.380  -0.903  0.586  -0.416  0.677  -0.170  0.029 

Startdecade (pre- vs. 
post 2000) 

6/5  0.002  0.025  -0.046  0.050  0.077  0.938  0.031  0.001 

Quality of artifact- 
control (no / yes) 

7/4  0.082  0.241  -0.390  0.554  0.340  0.734  0.135  0.018 

Population (clinical 
vs. non-clinical) 

7/4  -0.181  0.272  -0.713  0.352  -0.665  0.506  -0.267  0.072 

Shortterm-recording 
(no/yes) 

5/6  -0.210  0.283  -0.764  0.345  -0.740  0.459  -0.297  0.088 

mean follow-up time 
(months) 

11  -0.001  0.002  -0.004  0.002  -0.718  0.473  -0.278  0.077 

LF Mean age (Years) 11  -0.011  0.020  -0.049  0.027  -0.564  0.573  -0.183  0.033 
Proportion female 
(%) 

11  -0.007  0.011  -0.028  0.015  -0.614  0.539  -0.207  0.043 

11  0.000  0.000  0.000  0.001  2.242  0.025  0.626  0.392 

(continued on next page) 
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Table 4 (continued )   

HRV 
parameter 

Effect modifier k b SE 95%CI 
lower 
bound 

95%CI 
upper 
bound 

z p B R2 

Recording length 
(minutes) 
Continent (Asia vs. 
rest) 

3/8  -0.284  0.399  -1.066  0.499  -0.711  0.477  -0.230  0.053 

Startdecade (pre- vs. 
post 2000) 

6/5  -0.012  0.029  -0.069  0.045  -0.418  0.676  -0.138  0.019 

Quality of artifact- 
control (no / yes) 

7/4  0.025  0.277  -0.518  0.568  0.089  0.929  0.029  0.001 

Population (clinical 
vs. non-clinical) 

7/4  -0.418  0.264  -0.935  0.099  -1.587  0.113  -0.455  0.207 

Shortterm- 
recording (no/yes) 

5/6  -0.606  0.269  -1.134  -0.078  -2.251  0.024  -0.629  0.395 

mean follow-up 
time (months) 

11  -0.003  0.001  -0.006  0.000  -2.024  0.043  -0.532  0.283 

SDNN Mean age (Years) 11  -0.004  0.016  -0.036  0.028  -0.250  0.802  -0.099  0.010 
Proportion female 
(%) 

11  0.008  0.005  -0.001  0.017  1.761  0.078  0.643  0.414 

Recording length 
(minutes) 

11  0.000  0.000  0.000  0.001  1.223  0.221  0.451  0.204 

Continent (Asia vs. 
rest) 

2/9  -0.204  0.092  -0.383  -0.024  -2.223  0.026  -0.812  0.659 

Startdecade (pre- vs. 
post 2000) 

6/5  0.274  0.492  -0.690  1.238  0.557  0.578  0.213  0.046 

Quality of artifact- 
control (no / yes) 

6/5  0.017  0.012  -0.007  0.040  1.362  0.173  0.497  0.247 

Population (clinical 
vs. non-clinical) 

5/6  0.200  0.221  -0.233  0.632  0.905  0.365  0.331  0.109 

Shortterm-recording 
(no/yes) 

3/8  -0.388  0.318  -1.011  0.236  -1.220  0.223  -0.451  0.203 

mean follow-up time 
(months) 

11  0.001  0.002  -0.002  0.004  0.926  0.354  0.338  0.114 

Cardiac 
mortality 

Covariate 
adjusted studies 

LF Mean age (Years) 10  0.002  0.030  -0.057  0.060  0.056  0.956  0.023  0.001 
Proportion female 
(%) 

10  -0.001  0.008  -0.016  0.014  -0.120  0.905  -0.050  0.003 

Recording length 
(minutes) 

10  0.000  0.000  0.000  0.001  1.291  0.197  0.534  0.286 

Continent (Asia vs. 
rest) 

2/8  0.045  0.556  -1.044  1.134  0.081  0.935  0.034  0.001 

Startdecade (pre- vs. 
post 2000) 

9/1  -0.008  0.015  -0.038  0.023  -0.494  0.621  -0.205  0.042 

Quality of artifact- 
control (no / yes) 

3/7  0.108  0.235  -0.352  0.569  0.461  0.645  0.191  0.036 

Population (clinical 
vs. non-clinical) 

7/3  -0.471  0.258  -0.976  0.034  -1.827  0.068  -0.756  0.572 

Shortterm-recording 
(no/yes) 

3/7  -0.477  0.368  -1.199  0.244  -1.297  0.195  -0.537  0.289 

mean follow-up time 
(months) 

10  -0.004  0.002  -0.007  0.000  -1.924  0.054  -0.797  0.635 

SDNN Mean age (Years) 12  -0.002  0.020  -0.040  0.036  -0.101  0.920  -0.042  0.002 
Proportion female 
(%) 

12  -0.002  0.006  -0.013  0.009  -0.342  0.732  -0.140  0.020 

Recording length 
(minutes) 

12  0.001  0.000  0.000  0.001  1.856  0.063  0.762  0.580 

Continent (Asia vs. 
rest) 

2/ 
10  

0.297  0.654  -0.986  1.579  0.453  0.650  0.186  0.035 

Startdecade (pre- vs. 
post 2000) 

8/4  0.001  0.013  -0.024  0.026  0.079  0.937  0.032  0.001 

Quality of artifact- 
control (no / yes) 

4/8  -0.035  0.242  -0.509  0.439  -0.146  0.884  -0.060  0.004 

Population (clinical 
vs. non-clinical) 

6/6  -0.328  0.285  -0.887  0.231  -1.151  0.250  -0.472  0.223 

Shortterm-recording 
(no/yes) 

5/7  -0.690  0.371  -1.417  0.036  -1.863  0.063  -0.764  0.584 

mean follow-up time 
(months) 

12  -0.002  0.002  -0.006  0.002  -0.907  0.364  -0.372  0.139 

Covariate 
unadjusted 
studies 

LF Mean age (Years) 9  -0.005  0.034  -0.071  0.061  -0.155  0.877  -0.055  0.003 
Proportion female 
(%) 

9  -0.019  0.013  -0.044  0.006  -1.502  0.133  -0.489  0.239 

Recording length 
(minutes) 

9  0.000  0.000  0.000  0.001  1.727  0.084  0.497  0.247 

Continent (Asia vs. 
rest) 

2/7  -0.264  0.504  -1.252  0.724  -0.524  0.600  -0.186  0.035 

Startdecade (pre- vs. 
post 2000) 

8/1  0.008  0.031  -0.052  0.068  0.273  0.785  0.097  0.009 

(continued on next page) 
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improving the knowledge about interactions between body, mind and 
environment (Jarczok et al., 2021). Based on the data presented in this 
manuscript, the advantages of a 24 h-measurement lie in additional 
information, not in better risk stratification. This additional information 
includes insights into circadian rhythms (Jarczok et al., 2019a) that can 
be disturbed in shift work, but also in ongoing psychosocial stress as well 
as in diseases like depression (Jarczok et al., 2018). Further, the 24 h 
measurements allow to answer specific work-related questions, e.g., if 
breaks are taken early enough to prevent exhaustion or if breaks are 
recreational. This information can’t be obtained from a five minutes 
measurement. 

Whether HRV should be measured during ‘standard’ rest or during 
paced breathing, to standardize the influence of the breathing rate on 
HRV parameters, is also an important question in this context. In the 
studies we found, only Medenwald used paced breathing (Medenwald 
et al., 2017). Interestingly, the HRs reported were not significant. If HRV 
is a mortality predictor, then the value measured should be quite stable, 
like a trait. Considering this, the parameter of interest would represent a 
‘typical’ HRV of the investigated person. In slow paced breathing, HRV 
is maximized with immediate beneficial effects (Lehrer and Gevirtz, 
2014). Though the maximum potential of an individuals’ HRV is of in-
terest as it tests the limits of his ANS, an HRV measured during their 

natural breathing pace probably represents the ANS activity that is 
prevalent most of the time, therefore being more useful in mortality 
prediction. In addition, some HRV indices (e.g., RMSSD) and some 
recording procedures (i.e., detrending and normal distribution, see 
Lewis et al., 2012) are less susceptible to respiratory influences and thus 
appropriate HRV estimation can enhance the utility for prediction and 
prevention. 

In assessing the significance of HRV in predicting mortality, it has 
been stated that it would be necessary to correct for heart rate or for 
lifestyle variables like physical activity, especially when this activity 
occurred during the measurement in 24 h-measurements (de Geus et al., 
2019). Of course, heart rate and HRV are correlated (Sacha, 2014), as 
well as physical activity and HRV (Blom et al., 2009; Camillo et al., 
2011; May et al., 2017). On the brain’s level, the ANS modulates both, 
heart rate and HRV, in rest and during physical activities (Thayer et al., 
2012). On the other hand, physical activity changes settings of brain 
circuits, not only those of the ANS, but also emotion regulation e.g. in 
depression (Martinsen, 2009). Coming back to mortality, both heart rate 
(Lau et al., 2021; Zhang et al., 2016) and physical activity are strongly 
related to mortality (Leroux et al., 2021). If HRV is also a predictor of 
mortality, there has to be a correlation between heart rate, HRV and 
physical activity. Correcting HRV for heart rate and physical activity 

Table 4 (continued )   

HRV 
parameter 

Effect modifier k b SE 95%CI 
lower 
bound 

95%CI 
upper 
bound 

z p B R2 

Quality of artifact- 
control (no / yes) 

4/5  -0.137  0.371  -0.866  0.591  -0.370  0.711  -0.131  0.017 

Population (clinical 
vs. non-clinical) 

6/3  -0.837  0.225  -1.278  -0.396  -3.722  0.000  -0.800  0.639 

Shortterm-recording 
(no/yes) 

4/5  -0.519  0.302  -1.110  0.072  -1.722  0.085  -0.496  0.246 

mean follow-up 
time (months) 

9  -0.005  0.001  -0.008  -0.003  -3.816  0.000  -0.820  0.672 

SDNN Mean age (Years) 11  -0.012  0.019  -0.050  0.026  -0.613  0.540  -0.208  0.043 
Proportion female 
(%) 

11  0.005  0.006  -0.006  0.016  0.856  0.392  0.246  0.060 

Recording length 
(minutes) 

11  0.000  0.000  0.000  0.001  2.088  0.037  0.587  0.344 

Continent (Asia vs. 
rest) 

2/9  0.649  0.593  -0.512  1.811  1.096  0.273  0.341  0.116 

Startdecade (pre- vs. 
post 2000) 

8/3  0.023  0.016  -0.008  0.054  1.450  0.147  0.397  0.157 

Quality of artifact- 
control (no / yes) 

6/5  0.105  0.318  -0.518  0.727  0.330  0.742  0.107  0.011 

Population (clinical 
vs. non-clinical) 

6/5  -0.923  0.309  -1.528  -0.319  -2.992  0.003  -0.804  0.646 

Shortterm- 
recording (no/yes) 

5/6  -0.610  0.294  -1.186  -0.033  -2.074  0.038  -0.584  0.341 

mean follow-up time 
(months) 

11  -0.001  0.002  -0.005  0.004  -0.221  0.825  -0.074  0.005 

Legend: k: number of studies; b: beta coefficient; SE: standard error; CI: confidence interval; z: z statistics; p: p-value of significance; B: standardized beta coefficient; 
HRV: heart rate variability; HF: high frequency power; LF: low frequency power: SDNN: Standard deviation of normal to normal intervals 
Significant p-values (p < 0.05) are marked in bold. 

Fig. 7. Forest plot of hazard ratios for all-cause mortality from unadjusted analyses (fixed effect models): only studies using lowest quartile of RMSSD. Hazard ratio 
> 1 indicates higher mortality risk for lowest RMSSD quartile. Weights and between-subgroup heterogeneity tests are from fixed effect models and with user-defined 
weight. Abbreviations: RMSSD: squares of differences between adjacent R-R intervals, N: number of participants, CI: confidence interval, GenPop: General popu-
lation, cardiac: cardiac population, y: years, I2: heterogeneity; p: P-value from heterogeneity test. 
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might remove a part of its predictive power. Yet, sub-analysis of IPD 
revealed only minor differences in effect size (HR) when comparing 
unadjusted Cox fixed effect regression models comparing lowest quartile 
vs. the other quartiles of the HRV parameters RMSSD or SDNN with 
models using heart rate corrected HRV parameters cvRMSSD or 
cvSDNN. Thus, correction for heart rate seems not to be mandatory for 
the prediction of mortality. 

The last issue to discuss is the handling of the quality of measurement 
and artifacts. As discussed above, this tends to be a minor problem in 
short term measurements where artifacts are easily detected and an 
artifact-free window for HRV calculation can often be found. In 24-hour 
measurements, artifacts due to movement as well as extra beats cannot 
be avoided and therefore have to be addressed. In the studies compared, 
artifact handling processes were described very differently. Some 
described it in detail, others did not publish anything about it. 

The mean follow-up time showed only a small effect on LF in un-
adjusted analysis models of cardiac mortality. Thus, HRV is a valid 
predictor of mortality over medium to long time periods. Note that short 
periods, order of magnitude of days, were not covered by the included 
studies as the minimum follow-up period was three months. Although 
effect sizes were not significantly different between short and long 
follow-up periods, it is evident from the graphs that studies with long 
follow up periods around 10 years had smaller CIs than studies covering 
only months. 

Regarding the different HRV parameters, our results show similar HR 
magnitude across most extracted HRV parameters. This is not surprising, 
since they originate from the same source file of R-R intervals (Wittling 
and Wittling, 2012). However, the extent to which single parameters 
represent the ANS activity or vagal activity differs. For example, SDNN 
captures a wide range of physiological signals from different systems. 
Especially if HRV measures such as SDNN, but also SDANN, TP or VLF 
are drawn from 24 h periods, they reflect measures of functional ca-
pacity rather than autonomic activity (Roach et al., 2004, 1998; 
Soares-Miranda et al., 2014). The latter is more accurately reflected in 
vagally-mediated parameters such as RMSSD, HF or LF (Camm et al., 
1996; Shaffer and Ginsberg, 2017). 

In addition, SDNN results from short term measures can vary largely 
due to nonstationarity, i.e. depending on the applied detrending 
method, while results of RMSSD appeared more stable (Tarvainen et al., 
2002). This may result in biased estimates, but detrending methods are 
seldomly reported in the published manuscripts. In sum, for risk pre-
diction, a 5-minute RMSSD measure represents best ANS function and is 
most robust to be calculated. 

4.3. Potential neurobiological underpinnings 

HRV represents the peripheral output of the central autonomic 
network (CAN) (Thayer et al., 2012). The CAN modulates on a 
moment-to-moment basis not only somatic responses to adapt to inter-
nal or external challenges, ultimately to maintain homeostasis (Benar-
roch, 2014; Bernard, 1867; Thayer and Lane, 2000; Wulsin et al., 2018) 
but also shapes emotional appraisal (i.e., emotional regulation) and 
behavioral adaption (Brosschot et al., 2017; Thayer et al., 2021; Thayer 
and Lane, 2000). Thus, the function of the CAN is complex and defining 
an index can be described as measuring the capacity of the body to adapt 
to environmental challenges (Thayer et al., 2012) and its improper 
functioning has been suggested to accelerate aging processes and thus 
increase morbidity and mortality (Thayer et al., 2021). Here, measures 
of HRV may represent an index of vertical integration and adaption 
processes that shape brainstem activity and autonomic responses in the 
body. Therefore it is hardly surprising that HRV is considered to be an 
indicator for the state of the body and mind like in the case of a higher 
inflammatory state (Aeschbacher et al., 2017; Jarczok et al., 2014) or 
work stress (Jarczok et al., 2020, 2013), but also for the risk of disease 
and accelerated aging (Thayer et al., 2021). The idea that HRV expresses 
capacity to adapt is also supported by the findings that higher HRV 

predicts better symptom improvement after psychotherapy for common 
mental disorders (Balint et al., 2022b). 

The present results of the meta-analysis can be interpreted based on 
the concept of the Neurovisceral Integration Model, particularly on the 
central-autonomic moment-to-moment adaption of somatic responses 
and emotional appraisal to ultimately balance maintenance of homeo-
stasis and immediate adaption to environmental stimuli (Benarroch, 
2014; Thayer et al., 2021; Thayer and Lane, 2000; Wulsin et al., 2018). It 
has been suggested that healthy aging is associated with significant 
organ changes of the brain and the heart. Particularly, the regular aging 
associated functional change on the brain’s level (i.e. shift in the relative 
balance between prefrontal cortical thickness and amygdala volume) 
might be accelerated by continued exposure to stress (Thayer et al., 
2021). In brief, ventromedial prefrontal cortex areas (vmPFC) tonically 
inhibit sub-cortical threat circuits. This path can reduce stress responses 
and fear behavior in a manner that depends on integrating the external 
context (e.g. environmental threat) with the internal one (e.g. percep-
tions of control over the threat) on a moment-to-moment basis. Under 
conditions of uncertainty or threat, these critical areas of the vmPFC 
rapidly become hypoactive and the so-called fight-or-flight response can 
unfold (Thayer et al., 2012). It has been suggested that this 
fight-or-flight response is actively inhibited by default due to perception 
of safety (Brosschot et al., 2017; O’Connor et al., 2021), unless it be-
comes disinhibited due to the perception of danger (Thayer et al., 2021). 
Measures of HRV are suggested to index the extent of this vmPFC 
inhibitory function. With the present meta-analysis, we demonstrate 
lower values of HRV at baseline to be robustly associated to higher risk 
of all-cause mortality thus providing indirect support for this neurobi-
ological foundation. These neurobiological and neurophysiological un-
derpinnings of the core association between HRV as a measure of 
adaptive function and mortality is summarized in the neurovisceral 
integration model (Thayer et al., 2021; Thayer and Lane, 2009, 2000). 
Its neurological components have been summarized in a meta-analysis 
by Thayer et al. (2012). 

4.4. Limitations 

For clinical use, there is a need for a few and practical numbers like a 
cut-off for risk/no risk of RMSSD or an HR that applies for a 35-year-old 
man with a 5-minutes RMSSD of 25 ms. Our aim was to calculate this 
from all studies gathered. Due to the enormous heterogeneity especially 
regarding the cut offs, this was not possible. We chose to calculate a 
composite HR at least for the studies reporting HRs for the lowest 
quartile. It is a limitation that this omits the information included in the 
other studies. A further limitation is that we selected the unadjusted 
models for this purpose. Since age and sex are already accounted for in 
this approach as described above in the discussion section, this seemed 
reasonable. Of course, part of the information included in HR relies on 
other variables besides age, and sex, such as preexistent disease, blood 
pressure and blood parameters like lipids. In a first attempt to guide 
clinicians, we want to offer here a method that does not need so much 
additional information. The next step would be to build a complex 
model like a risk calculator that incorporates more variables. Then, the 
HR from the covariate adjusted models should be used. 

A limitation for the present interpretation of the results is the fact 
that most studies only report selective HRV parameters. In some cases, 
nonsignificant parameters were at least described to be not significantly 
enough to be associated with mortality. This limits the possibility to 
compare the different parameters across different studies, as many re-
sults are obviously not published. To support further reviews and meta- 
analyses, for the future, we strongly encourage authors to report all 
calculated HRV parameters in general, even those without significant 
effects. This can be done easily in supplementary tables. We strongly 
recommend reporting a minimum set of HRV parameters such as SDNN, 
RMSSD, HF, LF, TP for 5-minute recordings and additionally VLF and 
SDANN for 24 h recordings. For example, whereas almost N = 29,000 
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individuals were included from k = 14 studies in covariate adjusted 
SDNN, only 28% of these studies (k = 4; N = 4343) reported TP, thus 
representing a massive underreporting of some HRV parameters. 

5. Conclusion 

HRV represents a nonspecific predictor of mortality with a lower 
value corresponding to a higher risk of mortality. This association 
appeared independently of cardiac or all-cause mortality, clinical or 
non-clinical population, statistical adjustment for covariates, and HRV 
parameters used continuously or with cut-points. The effect size is 
comparable to that of masked uncontrolled hypertension. A possible 
clinical setting could be primary prevention. For future studies, we 
strongly recommend reporting a minimum set of HRV parameters such 
as SDNN, RMSSD, HF, LF, TP for 5-minute recordings and additionally 
VLF for 24 h recordings. 

Data Availability 

Data will be made available on request. 
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Supplementary Material 

Supplement S1-S4: Detailed forest plots with fixed effect models 

S1: Forest plot for all-cause mortality from covariate unadjusted 
analyses (fixed effect models). 

S2: Forest plot for all-cause mortality from covariate adjusted ana-
lyses (fixed effect models). 

S3: Forest plot for cardiac mortality from covariate unadjusted an-
alyses (fixed effect models). 

S4: Forest plot for cardiac mortality from covariate adjusted analyses 
(fixed effect models). 

Legend S1-S4: 
Hazard Ratio > 1 indicates higher mortality risk with lower HRV 

(per increment decrease/lowest quartile vs. other quartiles as 
indicated). 

Weights and between-subgroup heterogeneity tests are from fixed 
effect models and with user-defined weight. 

HRV parameters reported by less than two studies are not displayed. 
Abbreviations: HRV: heart rate variability; N: number of partici-

pants; CI: confidence interval; I2: heterogeneity; p(I2): P-value from 
heterogeneity test; SD: standard deviation; GenPop: General population; 
SDNN: Standard deviation of normal to normal intervals; RMSSD: 
Square root of the mean of the sum of the squares of differences between 
adjacent normal to normal intervals; HF-power: High frequency power; 
LF-power: Low frequency power; VLF-power: Very low frequency 
power; SDNN24: SDNN calculated from 24 h measurements; SDANN: 
Standard deviation of the averages of normal to normal intervals; 
pNN50: Percentage of successive normal to normal intervals that differ 
by more than 50 ms; IBI: Inter-beat interval. 

Appendix A. Supporting information 

Supplementary data associated with this article can be found in the 

online version at doi:10.1016/j.neubiorev.2022.104907. 
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Ariani, F., Armoon, B., Ärnlöv, J., Arzani, A., Asadi-Aliabadi, M., Asadi-Pooya, A.A., 
Ashbaugh, C., Assmus, M., Atafar, Z., Atnafu, D.D., Atout, M.M. d W., Ausloos, F., 
Ausloos, M., Ayala Quintanilla, B.P., Ayano, G., Ayanore, M.A., Azari, S., Azarian, G., 
Azene, Z.N., Badawi, A., Badiye, A.D., Bahrami, M.A., Bakhshaei, M.H., Bakhtiari, A., 
Bakkannavar, S.M., Baldasseroni, A., Ball, K., Ballew, S.H., Balzi, D., Banach, M., 
Banerjee, S.K., Bante, A.B., Baraki, A.G., Barker-Collo, S.L., Bärnighausen, T.W., 
Barrero, L.H., Barthelemy, C.M., Barua, L., Basu, S., Baune, B.T., Bayati, M., 
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Tornberg, J., Ikäheimo, T.M., Kiviniemi, A., Pyky, R., Hautala, A., Mäntysaari, M., 
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