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Abstract

Although seasonal changes physiology are well documented, little is known about how human immune and metabolic markers vary across seasons, and no studies have examined how stress → health biomarker associations differ across the year. To investigate these issues, we analyzed data from 2,118 participants of the Midlife in the United States (MIDUS) study to determine whether there were differences in (a) levels of 19 immune and metabolic markers, and (b) the association between perceived stress and each biomarker across the year. Results of component-wide boosted generalized additive models revealed seasonal patterning for most biomarkers, with immune proteins generally peaking when days were shorter. Moreover, whereas levels of hemoglobin A1C rose from late fall to spring, triglycerides were elevated in the summer and fall, and high-density lipoprotein decreased steadily from January to December. Urinary cortisol and cortisone exhibited opposite patterns, peaking at the beginning and end of the year, respectively. Most critically, we found that the effects of perceived stress on 18 of the 19 health biomarkers assessed varied by month of measurement. In some cases, these differences involved the magnitude of the stress → biomarker association but, in other cases, it was the direction of the effect that changed. Studies that do not account for month of biomarker assessment may thus yield misleading or unreproducible results.
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Human Immune and Metabolic Biomarker Levels, and Stress-Biomarker Associations, Differ by Season: Implications for Biomedical Health Research

Decades of animal model research has found that immune, hormonal, and metabolic markers vary seasonally, and that these seasonal changes are largely mediated by photoperiod (Nelson, 2004; Nelson et al., 2002). For example, early pioneering work that experimentally manipulated photoperiods to simulate shorter or longer day lengths was able to alter immune cell counts and effector functions in Siberian hamsters and other small mammals (Nelson & Demas, 1996). This research showed heightened immune activity when photoperiods (i.e., days) were shorter, an effect that has also been found in other animal species (Walton et al., 2011). Some studies have further suggested that elevated immunity in the context of shorter photoperiods is accompanied by changes in glucose and lipid metabolism as indexed by increased circulating levels of glucose and lipids, independent of food intake (Mariné-Casadó et al., 2018; Otsuka et al., 2014).

A complete review of the evolutionary theory behind seasonal changes in immune and endocrine function is beyond the scope of this article (see Nelson et al., 2002). Briefly, it is hypothesized that in many climates, animals use day length as a reliable signal of impending harsh winter conditions characterized by low food availability and thermoregulatory stress (i.e., in non-tropical climates), each of which compromise immune function. Accordingly, energetic investment is shifted away from functions not immediately essential to survival (e.g., reproduction), and toward somatic maintenance and immunity.

Human environments are unique in that many of us are fortunate to be, in large part, buffered from winter harshness. Therefore, humans might not be expected to exhibit seasonal immune, endocrine, and metabolic responses. On the other hand,
given the animal research reviewed above (Nelson et al., 2002; Nelson & Demas, 1996; Walton et al., 2011), it is possible that human immune and metabolic activity also varies as a function of day length or other seasonally-varying factors (e.g., temperature). Further, human environments differ across the year in a number of additional ways that could contribute to seasonal physiology. For example, holiday activities (Ceballos et al., 2015; Jones et al., 2014), travel (Falkenbach & Sedlmeyer, 1997; Hruska et al., 2020), and transient academic stress (Uchakin et al., 2001) have each been found to alter levels of various biomarkers, and they also vary seasonally. The existence of these links between modern environmental factors and biomarker levels, however, does not provide an alternative explanation to seasonality. Instead, these associations highlight that, if seasonal changes in human biomarker levels do occur, the set of variables that mediate and attenuate such patterns among humans is likely wider and more diverse than for non-human animals. Below, we review growing evidence for seasonal variation of human immune function and metabolism.

**Seasonal Effects on Human Biomarkers**

Consistent with the possibility that human biomarkers vary across the year, observational research examining seasonal shifts in human immunity found that shorter day lengths were associated with higher circulating inflammatory markers, and greater peripheral blood mononuclear cell proliferation and cytotoxicity (Gassen et al., 2019). Corroborating results were found using data from both children and adults who participated in the National Health and Nutrition Examination Survey (Liu & Taioli, 2015), as well as UK Biobank participants (Wyse et al., 2021). In accord with findings from animal research, these studies found that certain white blood cell counts and C-reactive protein (CRP) were higher in the winter-spring compared to summer-fall months.
Longitudinal multi-omics work has produced similar findings. One study identified >1,000 immune, metabolic, and other multi-omic markers that varied seasonally (Sailani et al., 2020). Separate research that combined data on transcriptomics and blood cell components from individuals living in several geographical regions found evidence for over 4,000 markers that vary seasonally, with opposite patterns of change observed in the Southern and Northern hemispheres (Dopico et al., 2015). Such seasonal shifts in human biology, in turn, appear to be clinically relevant. For example, multiple studies have found that glucose metabolism among patients with diabetes mellitus is affected by season, with levels of HbA1c and insulin resistance peaking in the winter months (Gikas et al., 2009; Kershenbaum et al., 2011; Tsujimoto et al., 2014). Moreover, several human communicable and non-communicable diseases exhibit seasonal patterns of incidence and severity, although the causal roles that seasonal changes to immunometabolism play in such processes is unknown (Nelson, 2004).

These studies provide evidence that human immunity and metabolism vary seasonally. However, little attention has been paid to the larger implications that this seasonal variation may have for biomedical health research. For example, we are not aware of any studies that have investigated the extent to which there are individual differences in the magnitude of seasonal changes in human biomarker levels and, if so, what factors contribute to this heterogeneity. In other words, it is unclear whether time of year interacts with social, environmental, and other variables that have been previously shown to influence immunity and metabolism. An important practical implication of such interactions is that the strength of risk factor → biomarker/outcome associations might also vary seasonally. Accordingly, the seasonal timing of data collection could impact the direction or magnitude of these effects, which may not fully be redressed by merely
including season or day length as covariates (Wysocki et al., 2022). In the next section, we discuss the implications of seasonal variation in the effects of perceived stress on immune and metabolic markers, given the well-known impact of stress on health and disease biology (Slavich, 2016; Slavich et al., 2023).

**Stress × Season Interactions on Health Biomarker Levels**

Research has found that greater perceived stress is consistently associated with higher inflammation and poorer metabolic function (Gowey et al., 2019; Jurgens et al., 2023, 2023; Knight et al., 2021; Lehrer et al., 2017; Martínez de Toda et al., 2019; Mauss & Jarczok, 2021; Sribanditmongkol et al., 2015). Moreover, the effects of stress also appear to manifest in human biorhythms, which have implications for health (James, 1991; Knight et al., 2021; Koch et al., 2016; Lovell et al., 2011; Wu et al., 2022). Although it is not uncommon for studies on stress and humanity immunity to adjust for season in some capacity (e.g., Cohen et al., 2012; Corallo et al., 2021; Gassen et al., 2021, 2022; Malarkey et al., 1995; Murphy et al., 2017; Pereira et al., 2019), simply including a measure of season as a covariate—as is often done—assumes that the strength and direction of stress → biomarker associations are consistent across the year. However, this adjustment may be insufficient, or even inappropriate, when the effects of stress vary seasonally (Attia et al., 2022; Cohen et al., 2021; Laubach et al., 2021; Vander Weele, 2012; Vetter & Mascha, 2017; Wysocki et al., 2022), or when stress modifies seasonal biorhythms, as has been found for diurnal and circadian rhythms (James, 1991; Knight et al., 2021; Koch et al., 2016; Lovell et al., 2011; Wu et al., 2022).

Consider a situation involving perceived stress (i.e., a risk factor) and an outcome where the strength and/or sign of the association varies substantively as a function of season. If data are only collected during one season, the effects of stress
found may not then generalize to the rest of the year and there would be no indication otherwise. Even if data are collected over the course of the full year, simply including season or day length as a covariate—especially if included in the incorrect mathematical form (e.g., falsely assuming linearity)—is unlikely to provide a precise and accurate estimate of stress’s effects, as there is heterogeneity across levels of the covariate (Cohen et al., 2021; Laubach et al., 2021; Robertson et al., 2021; Vander Weele, 2012; Wysocki et al., 2022). Instead, introducing statistical interaction terms or another strategy should be pursued to assess the effects of stress across the year (Chesnaye et al., 2021; Gruber et al., 2015; Robertson et al., 2021; Robins et al., 2000). Although the best strategy for dealing with moderation by time of year will depend on causal associations between the exposure, effect modifier or interacting variable (for distinction, see e.g., Attia et al., 2022), and outcome, as well as the type and magnitude of modification that occurs (Vander Weele, 2012; VanderWeele & Robins, 2007), this example illustrates the need for a more in-depth analysis into the implications of seasonality for biomedical health research.

**The Present Research**

In the present study, we analyzed associations between perceived stress, month of data collection (i.e., seasonality), and 19 immune and metabolic markers to test the hypothesis that both health biomarker levels, as well as *association between* perceived stress and these biomarkers, vary seasonally. To test this hypothesis, we use data from the Midlife in the United States study (MIDUS; Radler, 2014), which is a large, nationally representative study of health and wellbeing in midlife in the U.S. First, to examine whether seasonal changes to biomarkers reliably occurred and were consistent with prior research (Dopico et al., 2015; Gassen et al., 2019; B. Liu & Taioli, 2015; Sailani et al.,
2020), we used component-wise gradient boosted generalized additive models (GAMs; Hofner et al., 2014). Second, we tested the predictive utility of interactions between month and perceived stress for levels of each biomarker. Based on prior research (Dopico et al., 2015; Gassen et al., 2019; B. Liu & Taioli, 2015; Sailani et al., 2020), we expected that markers of inflammatory activity and insulin resistance would peak during periods when days were shortest (e.g., December). Finally, we tested the hypothesis that associations between perceived stress levels and participants' health biomarker levels would vary across seasons, but had no a priori prediction about the shape of these interactions. If this last hypothesis was confirmed, it would provide novel evidence that accounting for month of biomarker measurement could be critical not just in stress studies, but in any research examining associations between an established risk factor for poor health and markers of stress or disease risk.

**Method**

**Procedure**

Data were obtained from 2,118 MIDUS participants (Refresher, completed in 2016: \( n = 863 \); MIDUS 2, completed in 2009: \( n = 1,255 \)). We also used longitudinal follow-up data from 747 MIDUS 2 participants who completed MIDUS 3 (in 2023), for a total of 2,865 observations. Procedures for MIDUS data collection are described online (https://midus.wisc.edu/). Briefly, for each wave, participants provided demographic information and completed the Perceived Stress Scale (PSS; Cohen et al., 1983), among other scales (see Table 1 for characteristics of the sample). Additionally, blood, urine, and saliva were collected for biomarker analysis. MIDUS participants provided informed consent prior to participation. The present study falls under institutional review board approval for MIDUS, which extends to research on publicly available data.
Measures

Perceived stress levels in MIDUS were assessed using the PSS, a commonly used and well-validated measure of overall perceived stress levels (Cohen et al., 1983). Responses to each PSS item were summed to compute a composite score PSS, per convention (Cohen, 1988).

Methods for the biological assay data—including reference ranges, intra- and inter-assay coefficients of variation, and other key details—are available online (https://www.midus.wisc.edu/midus2/project4/). In brief, serum assays were conducted on fasting blood samples, and urinary assays were conducted using 12-hour overnight urine samples. Biomarkers used for the current research included (a) serum immune markers: interleukin-6 (IL-6), IL-8, IL-10, tumor necrosis factor-alpha (TNF-α), CRP, fibrinogen, E-selectin, intercellular adhesion molecule 1 (I-CAM), and soluble IL-6 receptor (sIL-6r); (b) serum metabolic markers: hemoglobin A1c (HbA1c), glucose, insulin, Homeostatic Model Assessment of Insulin Resistance (HOMA-IR), triglycerides, high- and low-density lipoproteins (HDL, LDL), insulin-like growth factor-1 (IGF-1); and (c) urinary cortisol and cortisone adjusted for creatinine levels. Rates of missing biomarker data were low (0.6–3.4%).

Age, sex, and body mass index (BMI) measured at the biomarker portion of each study wave were included as linear covariates in all analyses. We also included year of collection as a predicted and modeled this using spline base-learned to capture non-linearity. Seasonal patterns of biomarker levels were modeled using month of biological sample collection. The number of observations per month was relatively consistent across years (see Figure S1 in Supplementary File 1).

Data Analysis Plan
All analyses were conducted using R, and all of our code is available on the Open Science Framework (DOI:10.17605/OSF.IO/W5FCS) (R Core Team, 2021). For all analyses, we included random effects of participant ID to adjust for observations nested within participants. First, we used the R package *mboost* (Hofner et al., 2014) to perform component-wise gradient boosted GAMs to explore non-linear relations between month of data collection and log-transformed biomarker levels. Component-wide boosting is a multi-faceted machine learning technique that applies gradient descent techniques to perform feature selection and optimize predictive accuracy of an outcome given a set of covariates (Hothorn et al., 2010). Specifically, the models leverage input of distributional assumptions about the outcome (and associated loss function, specified by choice of *family*) and structural assumptions about predictors (specified as *base-learner* formulas) to independently fit each base-learner to the negative gradient vector of the loss function across *m* iterations, and select the base-learner that best fits the vector at each step. In a stagewise manner across iterations, the estimate of the negative gradient vector is updated, and base-learner selection is repeated until the final specified iteration (*m*stop). The primary tuning parameter for boosted models is *m*stop, which must be optimally selected to prevent model overfitting and optimize generalizability (Bartlett & Traskin, 2007; Hofner et al., 2014). We performed 25-fold bootstrap cross-validation for each model updated the model with the optimal stopping iteration (Hothorn et al., 2010). For the simpler models without PSS-month interaction effects, we searched for the optimal stopping point for up to 5,000 iterations; we increased this to 10,000 for the more complex interaction models.

The main advantage of component-wide boosting for GAMs is the algorithm's ability to modify smoothness and flexibility of spline base-learners as iterations proceed.
when non-linearity is expected (Tutz & Binder, 2006). With the present data, this method supports identifying an optimal smooth function of month that is most predictive of biomarker levels. For the initial seasonal models, we included P-spline base-learners with eight interior knots and four starting degrees of freedom (package default) for the effects of month (Hofner et al., 2014). Although seasonal changes are periodic, we elected to exclude cyclic constraints as shifts in biomarker levels from the beginning of December to end of January may be biologically plausible (for cyclic effects, see e.g., Hofner et al., 2016). Next, we used bivariate tensor products to examine the interaction surface between month and PSS scores for all biomarkers (Wood et al., 2013). These models also included P-splines for month and PSS (knots = 8 each) to test whether the main effects of these variables yielded better predictive utility than their interaction. A final set of follow-up models examined linear effects of PSS on each biomarker across seasons after months were binned into a factor variable: spring, summer, winter, and fall (for results, see Supplementary File 2). These final analyses provided insights into information loss that may occur when categorizing month of the year into discrete seasons.

Results

Seasonal Patterns of Health Biomarkers

Immune Markers

As shown in Table 2, consistent with prior research, pro-inflammatory cytokine levels (e.g., IL-6, IL-8, TNF-α) were higher in months with shorter day lengths (Figure 1). Specifically, levels of IL-6 (Model \( R^2: 63.2\% \)) and IL-8 (Model \( R^2: 57.7\% \)) rose from the beginning of the year to their peak in the fall and remained elevated through the rest of the year. TNF-α levels (Model \( R^2: 52.3\% \)) were low through the spring and early summer before increasing steadily to their zenith in December. Similar patterns were
observed for the anti-inflammatory/regulatory cytokine IL-10 (Model $R^2$: 47.8%) and soluble IL-6 receptor (Model $R^2$: 60.3%; which mediates inflammatory activity via the trans-signaling pathway; Rose-John et al., 2023). Although IL-10 levels increased sharply from the summer to winter, soluble IL-6 receptor levels rose from their lowest point at the beginning of the year to their peak in the fall where they largely remained the rest of the year, much like IL-6. Levels of E-selectin (Model $R^2$: 60.7%), on the other hand, reach their nadir in late summer and increased rapidly to December; E-selectin levels stayed somewhat elevated through spring. Finally, fibrinogen was low from the beginning of the year to summer (Model $R^2$: 56.1%), rising thereafter to its peak in December. Seasonal patterns were not observed for CRP or ICAM-1.

**Metabolic Markers**

See Table 2 for statistics. Among the biomarkers of glucose metabolism, results revealed no seasonal patterns for glucose, insulin, or insulin resistance. Levels of HbA1c (Model $R^2$: 60.1%), however, reached their nadir in the fall and then rose steadily through winter to their peak in the spring (Figure 2). Further, IGF-1 levels were highest in the winter and at their lowest in early fall (Model $R^2$: 60.0%). For lipids, although LDL levels did not appear to vary seasonally, HDL was highest at the beginning of the year and decreased steadily to its lowest point around late fall and early winter (Model $R^2$: 66.6%). Levels of triglycerides (Model $R^2$: 60.0%), on the other hand, peaked in the summer and then decreased to the end of the year. Finally, urinary cortisol and cortisone levels exhibited opposite patterns of seasonal change. Although cortisol levels dropped from their peak in January to their lowest levels around late summer through the rest of the year (Model $R^2$: 56.4%), cortisone remained low from January to July before increasing to its highest levels in December (Model $R^2$: 26.8%).
Perceived Stress → Health Biomarker Associations Across Seasons

Smooth-smooth interactions between PSS scores and month were selected as features in final models for 18 of the 19 outcomes (i.e., all but LDL). As shown in Table 3, this suggests that associations between participants’ perceived stress and health biomarker levels consistently varied by month of data collection.

Immune Markers

With respect to the immune biomarkers (Figure 3), higher perceived stress scores were related to higher IL-6 levels in the late fall and early winter (Model $R^2$: 70.1%). However, the magnitude of this association was weaker during the rest of the year, particularly during late winter and early spring. Similar results were found for CRP (Model $R^2$: 69.8%) and fibrinogen (Model $R^2$: 54.0%). Levels of IL-10 (Model $R^2$: 47.0%) and TNF-α (Model $R^2$: 57.3%) appeared to vary positively with stress in late fall and early winter, but negatively (albeit weakly) in late winter. For TNF-α, the simple effects of perceived stress in early winter were relatively weak, possibly because of the prominent seasonal elevation of TNF-α levels during this period. Unexpectedly, higher perceived stress levels were associated with lower levels of IL-8 in the first few months of the year (Model $R^2$: 70.2%), with seasonal increases after this time seeming to overshadow any effects of stress the rest of the year. For the remaining immune proteins, stress scores were positively related to I-CAM (Model $R^2$: 71.8%) and E-selectin (Model $R^2$: 78.2%) in late winter/early spring—but less so the rest of the year—and negatively related to levels of soluble IL-6 receptor across seasons (Model $R^2$: 80.5%).

Metabolic Markers

As shown in Figure 4, for markers of glucose metabolism, associations between perceived stress and the outcomes assessed tended to be weakest in the first half of
the year, with the strongest associations occurring in late fall to early winter (Model $R^2$: 38.6–78.4%). During this period, higher perceived stress levels were related to higher levels of glucose, HbA1C, insulin, and insulin resistance. For lipid levels, higher stress levels predicted higher triglycerides irrespective of season (Model $R^2$: 78.5%). Higher levels of perceived stress were also related to lower HDL levels across the year (Model $R^2$: 82.8%), but seasonal variation remained evident such that even among those with high PSS scores, HDL levels were lowest toward the end of the year. For the remaining metabolic markers, IGF-1 levels were high in the late winter and early spring regardless of PSS scores (Model $R^2$: 69.4%); in early winter, however, higher perceived stress was associated with lower levels of IGF-1. Finally, higher perceived stress scores were related to lower levels of cortisol from the beginning of the year through spring (Model $R^2$: 57.3%), and lower levels of cortisone around late fall/early winter (Model $R^2$: 31.4%).

**Linear Models**

Finally, we binned months into seasons (spring, summer, fall, winter) and examined both main effects of this categorical variable and interactions with PSS scores on participants’ biomarker levels using linear mixed-effects models (see Supplementary File 2 for full results and plots of interactions). For the most part, seasonal effects were attenuated by categorizing months into discrete seasons, which is to be expected as the results of the GAMs revealed sometimes stark differences between months within the same season (e.g., early vs. late winter). Levels of certain immune proteins (e.g., IL-10, TNF-α, E-selectin) were nonetheless significantly higher during winter compared to other months in the linear models, but null results were found for most other biomarkers. Furthermore, interactions between participants’ perceived stress scores and season were only statistically significant for a small portion of the biomarkers, even though
consistent seasonal effects were found for month of year in the boosted models. Simple slopes analyses revealed that, even in the case of a non-significant interaction between perceived stress levels and season, the direction of season-specific perceived stress effects was consistent with the boosted models in cases when associations were similar between the three months in a given season, but inconsistent when this was not the case. Together, these results indicate that the extent to which health biomarkers and their associations with stress vary seasonally may not be captured in models that omit the non-linear effects of month.

**Discussion**

Although several studies examining immune and metabolic health biomarkers in the context of stress have adjusted for seasonal effects (e.g., Cohen et al., 2012; Corallo et al., 2021; Gassen et al., 2021, 2022; Malarkey et al., 1995; Murphy et al., 2017; Pereira et al., 2019), the existence of interactions between stress and time of year may render the current convention of including a categorical season variable as a covariate inadequate. With this in mind, we investigated seasonal changes in 19 immune and metabolic biomarkers, and, additionally, whether associations between perceived stress and these biomarkers changed across months of the year. The results provide robust evidence of seasonal variation for most of the biomarkers assessed. Moreover, both the strength *and* direction of the perceived stress → health biomarker effect changed depending on biomarker assessment month. Studies that do not account for precisely when biomarkers are assessed may thus lead to misleading or unreproducible results.

With regard to differences in biomarker levels across the year, we found that immune biomarkers tended to peak toward the end of the year in months when days were shortest. These results are consistent with prior research finding that certain white
blood cell populations and their effector functions, cytokines and other immune proteins, and pro-inflammatory transcriptional signatures are elevated in the winter months (Dopico et al., 2015; Gassen et al., 2019; B. Liu & Taioli, 2015; Sailani et al., 2020). Transcriptional changes and alterations to cell populations both provide potential explanations—that are not mutually exclusive—for short-day increases in immune biomarkers. With respect to the glucose metabolism markers assessed, levels of HbA1C peaked in the spring and were lowest in the fall, whereas insulin, glucose, and insulin resistance did not appear to vary seasonally, contrary to our predictions. Among the lipid biomarkers, triglycerides were highest in late summer and early fall, and levels of HDL decreased steadily from the beginning to end of the year. Seasonal effects were not observed for LDL.

Finally, for all but one of the biomarkers assessed (i.e., LDL), we observed seasonal variation in the strength—and in certain cases, direction—of stress-biomarker associations. For example, inflammatory biomarkers (i.e., IL-6, CRP, fibrinogen, IL-10, TNF-α) varied positively with perceived stress in late fall/early winter, but these associations were attenuated (i.e., IL-6, CRP, fibrinogen) or switched directions (i.e., IL-10, TNF-α) later in the year. Similar patterns were observed for markers of glucose metabolism (e.g., HbA1C, glucose, insulin, HOMA-IR), even though the main effects of month were not selected for many of these outcomes in the initial models that excluded month by PSS interactions. Further, higher perceived stress scores were consistently associated with higher triglycerides and lower HDL levels across the year. However, for the latter lipid marker, a rise in HDL from the beginning to the end of the year was prominent even for those with high PSS scores.
The models tested explained large portions of biomarker variance in the present sample (see Table 3, $R^2$: 38.6%–82.8%), which is also attributable to the additive effects of covariates selected for each model (i.e., age, sex, BMI, and year), in addition to the stress-month tensor interactions. The follow-up linear models that involved binning months into a categorical season variable provided additional evidence that for certain biomarkers, annual timing of sample collection influenced both whether statistically significant effects of stress on biomarker levels were found and, in addition, the direction of those associations (see Supplementary File 2). Together, these results suggest that not only do levels of biomarkers vary seasonally as has been shown in prior research (Dopico et al., 2015; Gassen et al., 2021; Liu & Taioli, 2015; Sailani et al., 2020; Wyse et al., 2021) but, in addition, that associations between perceived stress and health biomarker levels differ by month of data collection. Accordingly, the present results indicate that seasonal timing of data collection may influence researchers’ ability to identify and estimate stress-biomarker associations, and render conventional methods of adjusting for seasonality (e.g., categorical season covariate) inadequate. These findings could have important implications for research examining links between stress, immune, function, and metabolism, as well as biomedical health research more broadly.

**Limitations and Future Research**

This research has several limitations. First, although longitudinal measurements were available for a subset of participants, these data were otherwise cross-sectional. Combining cross-sectional and panel data likely reduced the precision of seasonal estimates, and although we do not believe this procedure introduced any systematic bias, the possibility remains. Further, seasonal patterns estimated using between-subjects data may not reflect the shape or magnitude of biomarker change across the
year within individuals. Future studies involving repeated biomarker measurements for the same participants, several times over the course of the year, are necessary to precisely determine the consistency and magnitude of seasonal variation in human biology. Such research may also lend novel insights into moderators (i.e., in addition to perceived stress) of seasonal effects that will help identify if and why some individuals are more sensitive to seasonal changes than others. Second, this study did not investigate environmental mediators of seasonal effects. Whereas experimental animal work on seasonal variation in physiology has focused mostly on the mediating effects of day length, food availability, and temperature, human environments are characterized by several other features that may contribute to changes in biomarkers across the seasons, such as seasonal variation in infectious diseases, work or academic stress, and holiday schedules, among others. Further research is needed to determine how different environmental factors mediate or attenuate changes in biomarker levels across the year.

Research on seasonality is limited to observational studies and, therefore, it is difficult to estimate causal effects. Although few variables are likely to confound relations between time of year and an outcome specifically, there may be many measured and unmeasured confounds of mediators and moderators of seasonality. For example, shift work may increase both perceived stress and markers of inflammation (Christensen et al., 2021; Matre et al., 2021; Velazquez-Kronen et al., 2023). Travel across time zones (Doane et al., 2010) and other factors that affect biorhythms not measured in the present study likely also impact patterns of seasonal change in biomarkers. Future research is needed to replicate the current results and investigate social and environmental mediators of seasonality while keeping potential confounds in mind.
Simulation studies may lend further insights into the implications that season-risk factor interactions have for observational and experimental research.

In the present research, we focused primarily on interpreting the moderating effects that month of data collection have on those of perceived stress given the practical implications of such patterns for stress-biomarker studies. However, because the data were observational and both variables involved in the focal interaction were continuous, the analyses were agnostic as to whether effect modification (one factor varies across level of the other) or interaction (each factor varies across levels of the other) occurred (Attia et al., 2022; Bours, 2021; VanderWeele & Robins, 2007). This distinction may be important for research aiming to adjust for or estimate seasonal effects. Although not directly tested, our results do provide some preliminary evidence in favor of interaction. For example, interaction requires that the joint effect of both variables is different from the sum of the individual effects of each (Bours, 2021; Corraini et al., 2017). For nearly all biomarkers, the perceived stress × month interaction offered predictive utility above the additive effects of each variable individually. Further, plots of results for most biomarkers suggest that both the effects of perceived stress and month vary across values of the other. Experimental stress studies conducted at different times of the year may shed further light on whether season truly moderates biological responses to stress.

Finally, we did not perform external validation of our prediction models as our primary aim was to investigate the presence and patterns of stress-season interactions. Accordingly, as with any study, it is possible that the seasonal patterns found here may not generalize well to other populations. Future MIDUS waves will provide important
opportunities to evaluate the reproducibility of the present findings and test for possible differences between periods of sample collection.

**Study Design Recommendations and Conclusions**

Notwithstanding these limitations, the present data indicate that researchers investigating immune or metabolic biomarkers—as well as stress-health biomarker associations—should not only account for the seasonal timing of data collection to prevent seasonality from unknowingly biasing or reducing the precision of inferences, but also consider the possibility of seasonal effect modification or interaction. Using the present research as a simple but striking example, if we had used MIDUS data collected in only one season, for many of the biomarkers assessed, the effects of stress on these biomarkers would *not* have generalized to the rest of the year. In addition to leading to imprecise or incorrect inferences, failing to account for moderation by biomarker assessment month would also preclude the examination of mechanisms underlying season-specific links between stress and biomarker levels, whether they be dietary, social, biological, or even just due to unmeasured confounding. Given that time of year appears to have sweeping associations with human physiology, regardless of the underlying mediating mechanisms (Dopico et al., 2015; Gassen et al., 2019; Liu & Taioli, 2015; Sailani et al., 2020), biomedical health researchers are urged to carefully consider and assess the potential impacts of seasonality even if they do not study stress.

Ultimately, the consequences of seasonality for studies of health will depend on the research questions asked and the type of model estimated. For example, if a researcher aims to study seasonality itself, our results suggest that simply binning months into four seasons is insufficient to capture the non-linearity, timing, and within-season variation of changes to biomarker levels across the year. Therefore, if adequate
power is available, granular measurements of seasonality (e.g., days, months, weeks of year) are preferred over categorical season variables. Careful consideration should also be given to the mathematical form of the variable representing the season construct, as incorrect specification is common when dealing with non-linear effects, itself a potential source of bias (Cui et al., 2009; Laubach et al., 2021; Wysocki et al., 2022).

If and how seasonality should be introduced into models to “control” for its effects in observational data is less straightforward. One consideration is whether seasonality is actually a confound in the association between a predictor and outcome (i.e., influences both X and Y) (Greenland & Morgenstern, 2001). If not, adjusting for time of year may not even be necessary (although could be beneficial to increase power) when it does not moderate the effects of the target predictor (Kahan et al., 2014). For example, in the present study, perceived stress levels did not vary substantively as a function of month and there is not a well-established causal path from season to perceived stress scores that we are aware of (although there likely is for specific stressors, like academic stress). Accordingly, there is not an obvious need to adjust for the effects of month when examining perceived stress-biomarker associations in general populations (Wysocki et al., 2022). However, our results do suggest that even if time of year is not a true confound, a second consideration should be whether there are statistical interactions between the focal predictor and season on the target outcome. Depending on the nature of the interaction, main effects of the predictor could be biased or imprecise because they differ seasonally (Attia et al., 2022; Cohen et al., 2021; Kievit et al., 2013; Vander Weele, 2012). These considerations also apply to situations where time of year does confound relations between the target X and Y. That is, controlling for seasonality may introduce bias if the season variable is improperly modeled (e.g., neglecting to include appropriate
non-linear effects) or if an interaction between season and the predictor exists, but is not included in the model (Laubach et al., 2021).

Similar care should be exercised when thinking about other potential covariates in analyses involving the effects of seasonality. In addition to considering the form of the variable and its potential as a moderator, researchers should also evaluate its necessity in the model at all (Middleton et al., 2016; Schisterman et al., 2009; van Zwieten et al., 2022). Instead of decreasing bias, controlling for highly correlated variables, colliders, proxies, and even mediators (e.g., sleep) in associations between season and outcomes can have the opposite effect (Wysocki et al., 2022). With season and day length, there are far more variables that meet these criteria than that of a confound. Nonetheless, research seeking to estimate seasonal effects should still consider the possibility of effect modification or interaction, even if confounding is not a primary concern.

In conclusion, the present results suggest that biomedical health researchers should not only consider the effects of seasonality, but also potential interactions between season and other risk factors of interest. Doing so may lead to novel insights into the interplay of environments, health, and chronobiology. It could also help to improve the precision of inferences about associations between a variety of risk factors, health-relevant biomarkers, and human health and wellbeing. Herein, we demonstrate the importance of accounting for the impact of seasonality on biomarkers levels in the context of stress research, but the implications of this work extend to all studies examining links between an establish risk factor for poor health and the immune and metabolic markers assessed here. Put simply, studies that do not account for month of biomarker assessment may potentially yield misleading or unreproducible results.
Funding

Publicly available data from the MIDUS study were used for this research. Since 1995, the MIDUS study has been funded by the following: John D. and Catherine T. MacArthur Foundation Research Network, National Institute on Aging (P01-AG020166), National Institute on Aging (U19-AG051426). Biomarker data collection was further supported by the NIH National Center for Advancing Translational Sciences (NCATS) Clinical and Translational Science Award (CTSA) program as follows: UL1TR001409 (Georgetown), UL1TR001881 (UCLA), 1UL1RR025011 (UW). With respect to the present work, S.M. and G.M.S. were supported by grant #OPR21101 from the California Governor’s Office of Planning and Research/California Initiative to Advance Precision Medicine. The findings and conclusions in this article are those of the authors and do not necessarily represent the views or opinions of these organizations, which had no role in designing or planning this study; in collecting, analyzing, or interpreting the data; in writing the article; or in deciding to submit this article for publication.
References


https://doi.org/10.1097/HJH.0000000000002706


https://doi.org/10.2307/2136404

https://doi.org/10.1097/PSY.0000000000000991

https://doi.org/10.2147/CLEP.S129728


Gassen, J., White, J. D., Peterman, J. L., Mengelkoch, S., Proffitt Leyva, R. P., Prokosh, M. L., Eimerbrink, M. J., Brice, K., Cheek, D. J., Boehm, G. W., & Hill,


Murphy, M. L. M., Cohen, S., Janicki-Deverts, D., & Doyle, W. J. (2017). Offspring of parents who were separated and not speaking to one another have reduced resistance to the common cold as adults. *Proceedings of the National Academy of Sciences, 114*(25), 6515–6520. https://doi.org/10.1073/pnas.1700610114


https://doi.org/10.3389/fnins.2022.995775


https://doi.org/10.1016/j.isci.2021.102255


https://doi.org/10.1177/25152459221095823
### Table 1

**Characteristics of the Sample**

<table>
<thead>
<tr>
<th>Variable (Range)</th>
<th>MIDUS 2 ($n = 1,255$)</th>
<th>MIDUS Refresher ($n = 863$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>542 (43.2%)</td>
<td>413 (47.9%)</td>
</tr>
<tr>
<td>Female</td>
<td>713 (56.8%)</td>
<td>450 (52.1%)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>978 (77.9%)</td>
<td>600 (69.5%)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>27 (2.2%)</td>
<td>56 (6.5%)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (0.2%)</td>
<td>12 (1.4%)</td>
</tr>
<tr>
<td>Other</td>
<td>43 (3.4%)</td>
<td>73 (8.5%)</td>
</tr>
<tr>
<td>Missing/Refused</td>
<td>204 (16.3%)</td>
<td>122 (14.1%)</td>
</tr>
<tr>
<td>Age (25–84)</td>
<td>54.52 (11.71)</td>
<td>50.84 (13.41)</td>
</tr>
<tr>
<td>Body Mass Index (14.99–77.58)</td>
<td>29.77 (6.63)</td>
<td>30.40 (7.65)</td>
</tr>
<tr>
<td>Perceived Stress Scale (10–48)</td>
<td>22.24 (6.34)</td>
<td>22.49 (6.36)</td>
</tr>
</tbody>
</table>

*Note.* MIDUS = Midlife in the United States. For repeated-measures participants, characteristics reported here for first visit.
Table 2

Statistics and Selection Frequencies for Month in Seasonal Models

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Optimal Stopping Iteration</th>
<th>Relative Selection Frequency</th>
<th>Model $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemoglobin A1C</td>
<td>5000</td>
<td>12.12%</td>
<td>60.1%</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>5000</td>
<td>7.55%</td>
<td>60.0%</td>
</tr>
<tr>
<td>High-Density Lipoprotein</td>
<td>5000</td>
<td>7.41%</td>
<td>66.6%</td>
</tr>
<tr>
<td>Low-Density Lipoprotein</td>
<td>3726</td>
<td>Not Selected</td>
<td>44.3%</td>
</tr>
<tr>
<td>Glucose</td>
<td>2959</td>
<td>Not Selected</td>
<td>40.8%</td>
</tr>
<tr>
<td>Insulin</td>
<td>5000</td>
<td>Not Selected</td>
<td>65.7%</td>
</tr>
<tr>
<td>Insulin Resistance</td>
<td>5000</td>
<td>Not Selected</td>
<td>66.3%</td>
</tr>
<tr>
<td>Insulin-like Growth Factor 1</td>
<td>5000</td>
<td>16.00%</td>
<td>60.0%</td>
</tr>
<tr>
<td>Cortisol</td>
<td>3748</td>
<td>4.47%</td>
<td>56.4%</td>
</tr>
<tr>
<td>Cortisone</td>
<td>1719</td>
<td>3.57%</td>
<td>26.8%</td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>5000</td>
<td>12.50%</td>
<td>63.2%</td>
</tr>
<tr>
<td>Interleukin-8</td>
<td>5000</td>
<td>6.67%</td>
<td>57.7%</td>
</tr>
<tr>
<td>Interleukin-10</td>
<td>4367</td>
<td>7.69%</td>
<td>47.8%</td>
</tr>
<tr>
<td>Tumor Necrosis Factor-Alpha</td>
<td>4294</td>
<td>10.19%</td>
<td>52.3%</td>
</tr>
<tr>
<td>C-Reactive Protein</td>
<td>5000</td>
<td>Not Selected</td>
<td>63.8%</td>
</tr>
<tr>
<td>Fibrinogen</td>
<td>4380</td>
<td>3.81%</td>
<td>56.1%</td>
</tr>
<tr>
<td>E-selectin</td>
<td>5000</td>
<td>7.55%</td>
<td>60.7%</td>
</tr>
<tr>
<td>Intercellular Adhesion Molecule-1</td>
<td>5000</td>
<td>Not Selected</td>
<td>57.2%</td>
</tr>
<tr>
<td>Soluble Interleukin-6 Receptor</td>
<td>5000</td>
<td>14.81%</td>
<td>60.3%</td>
</tr>
</tbody>
</table>
Table 3

Statistics and Selection Frequencies for Perceived Stress × Month Interactions

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Optimal Stopping Iteration</th>
<th>Relative Selection Frequency</th>
<th>Model $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemoglobin A1C</td>
<td>10000</td>
<td>12.20%</td>
<td>78.4%</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>10000</td>
<td>22.67%</td>
<td>78.5%</td>
</tr>
<tr>
<td>High-Density Lipoprotein</td>
<td>10000</td>
<td>10.53%</td>
<td>82.8%</td>
</tr>
<tr>
<td>Low-Density Lipoprotein</td>
<td>3619</td>
<td>Not Selected</td>
<td>43.5%</td>
</tr>
<tr>
<td>Glucose</td>
<td>2686</td>
<td>10.34%</td>
<td>38.6%</td>
</tr>
<tr>
<td>Insulin</td>
<td>6652</td>
<td>5.26%</td>
<td>72.2%</td>
</tr>
<tr>
<td>Insulin Resistance</td>
<td>7566</td>
<td>10.29%</td>
<td>75.5%</td>
</tr>
<tr>
<td>Insulin-like Growth Factor 1</td>
<td>7181</td>
<td>8.70%</td>
<td>69.4%</td>
</tr>
<tr>
<td>Cortisol</td>
<td>3888</td>
<td>6.63%</td>
<td>57.3%</td>
</tr>
<tr>
<td>Cortisone</td>
<td>2185</td>
<td>3.33%</td>
<td>31.4%</td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>6578</td>
<td>11.90%</td>
<td>70.1%</td>
</tr>
<tr>
<td>Interleukin-8</td>
<td>7860</td>
<td>9.86%</td>
<td>70.2%</td>
</tr>
<tr>
<td>Interleukin-10</td>
<td>4219</td>
<td>17.86%</td>
<td>47.0%</td>
</tr>
<tr>
<td>Tumor Necrosis Factor-Alpha</td>
<td>5150</td>
<td>10.29%</td>
<td>57.3%</td>
</tr>
<tr>
<td>C-Reactive Protein</td>
<td>6447</td>
<td>10.61%</td>
<td>69.8%</td>
</tr>
<tr>
<td>Fibrinogen</td>
<td>4004</td>
<td>7.48%</td>
<td>54.0%</td>
</tr>
<tr>
<td>E-selectin</td>
<td>9998</td>
<td>4.64%</td>
<td>78.2%</td>
</tr>
<tr>
<td>Intercellular Adhesion Molecule 1</td>
<td>8283</td>
<td>13.50%</td>
<td>71.8%</td>
</tr>
<tr>
<td>Soluble Interleukin-6 Receptor</td>
<td>10000</td>
<td>24.32%</td>
<td>80.5%</td>
</tr>
</tbody>
</table>
Figure 1. Main effects of month on immune biomarkers from component-wide gradient-boosted generalized additive models. Month of measurement is displayed on the x-axis, whereas the y-axis represents the partial effect of month.
Figure 2. Main effects of month on metabolic biomarkers from component-wide gradient-boosted generalized additive models. Month of measurement is displayed on the x-axis, whereas the y-axis represents the partial effect of month.
Figure 3. Tensor product P-spline interactions between perceived stress scale (PSS) scores and month on metabolic biomarkers from component-wide gradient-boosted generalized additive models. Month of measurement is displayed on the x-axis, whereas the y-axis represents participants’ perceived stress scores. The color gradient reflects effects that change from positive (yellow) to negative (purple). HbA1C = hemoglobin A1C, HOMA-IR = homeostatic model assessment for insulin resistance, IGF-1 = insulin-like growth factor 1, HDL = high-density lipoprotein.
**Figure 4.** Tensor product P-spline interactions between perceived stress scale (PSS) scores and month on metabolic biomarkers from component-wide gradient-boosted generalized additive models. Month of measurement is displayed on the x-axis, whereas the y-axis represents participants’ perceived stress scores. The color gradient reflects effects that change from positive (yellow) to negative (purple). HbA1C = hemoglobin A1C, HOMA-IR = homeostatic model assessment for insulin resistance, IGF-1 = insulin-like growth factor 1, HDL = high-density lipoprotein.
Highlights

- We examined seasonal variation in health biomarker levels and stress→biomarker associations
- Basal levels of most immune and metabolic markers varied non-linearly across the year
- Associations between perceived stress and each health biomarker also varied seasonally
- Seasonality should thus be accounted for in studies linking stress, biomarkers, and health