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1. Introduction

A history of childhood maltreatment (CM) has been associated with adverse long-term consequences for mental health, including increased risk for experiencing depressive affect (Hoppen and Chalder, 2018; Humphreys et al., 2020; Kessler et al., 1997; Lindert et al., 2014). CM includes any act of commission or omission by a parent or other caregiver that results in actual, potential or threatened harm to a child, even if unintentional (Gilbert et al., 2009). Generally, five types of childhood maltreatment are distinguished: physical abuse, emotional abuse, sexual abuse, physical neglect, and emotional neglect (for details, see Zeanah and Humphreys, 2018). To the extent that different types of CM represent vastly different social experiences with distinct influences on development, they have been found to be differentially relevant in shaping pathways to affective symptoms in clinical and non-clinical samples (Betz et al., 2020b; Cecil et al., 2017; de Oliveira et al., 2018; Haidl et al., 2021; Humphreys et al., 2020; LoPilato et al., 2019; McLaughlin et al., 2014; Salokangas et al., 2019; Sheridan and McLaughlin, 2014). Specifically, a growing body of literature points to childhood emotional abuse as an important contributor to the development of depression: Meta-analytic evidence suggests that, though all types of CM are significantly associated with depression symptom scores, emotional abuse demonstrates the strongest link, with smaller effect sizes in clinical than in non-clinical samples (Humphreys et al., 2020). When controlling for other types of CM, there is a unique relation between emotional abuse and internalizing as well as affective...
psychopathology in children, adolescents, and young adults from the community (Brown et al., 2016; Cecil et al., 2017; de Oliveira et al., 2018). Emotional abuse, which is generally considered to be difficult to define, recognize and evidence, has received less attention than other types of maltreatment, and disentangling its effects has significant implications for childcare policy. At this juncture, it is unclear whether specific types of CM, in particular emotional abuse, have a similarly strong and unique role in depressive affect in adult population samples. To address this question, it is necessary to model different, often co-occurring types of CM simultaneously rather than focusing on a single type of CM or total scores (Bernet and Stein, 1999; Cecil et al., 2016, 2017; de Oliveira et al., 2018; McCrorey et al., 2017; Salokangas et al., 2019, 2020; Tiemeier, 2020). Additionally, there is a growing awareness that emotional abuse comprises dissimilar aspects, such as behaviorally specific actions (caregiver calling names) and beliefs (thinking that parents wished they were never born), but the strength of their individual contribution to depressive affect has not been examined to date (Cecil et al., 2017; de Oliveira et al., 2018; Mechan et al., 2021). Expanding modeling efforts to include a broader range of specific components of CM allows to better tease out, for example, which aspect drives the observed effects of emotional abuse (e.g., behaviorally specific actions vs. beliefs), which may lead to a better characterization of the processes by which depressive affect, as well as other mental health outcomes, arise (Cecil et al., 2017; Read and Mayne, 2017). These associations are obscured in the evaluation of CM domain scores.

Machine learning (ML) methods are ideal for analyses of complex, potentially non-linear associations among large numbers of different aspects of CM predicting depressive affect. ML, a paradigm with an inherent focus on prediction (Bzdok et al., 2021), integrates well into mental health research that has come to increasingly scrutinize the potential of risk factors and biomarkers for individualized predictions in unseen data (Bzdok et al., 2020; Dwyer et al., 2018; Rosen et al., 2021; Rosenbusch et al., 2021; Varkoni and Westfall, 2017). This is achieved by testing whether a ML model generated in an initial sample (‘training’ data set) can accurately predict the outcome in individuals in a different sample (‘test’ data set). Independent test data is essential due to the risk of ‘overfitting’: Prediction models do not only capitalize on patterns reflecting true relationships between predictors and outcome, but also on idiosyncratic noise of the particular data set they were trained on (Bzdok et al., 2021; Rosenbusch et al., 2021; Varkoni and Westfall, 2017). Thus, assessing the predictive power of a prediction model on the sample they were trained on can result in overly optimistic estimates (Bzdok et al., 2021; Varkoni and Westfall, 2017). Validation, i.e., testing how well a model based on CM can predict depressive affect in out-of-sample data, can provide a more realistic estimate of the role of different types of CM as risk factors for depressive affect (Altman and Royston, 2000; Bzdok et al., 2020, 2021; Danese, 2020; Justice et al., 1999). In summary, the predictive power of CM for depressive outcomes cannot be automatically inferred from strong in-sample associations (Bzdok et al., 2020; Humphreys et al., 2020). As we move toward precision psychiatry, appropriate frameworks, such as ML, are needed to explicitly evaluate how well predictive patterns between CM and depression generalize to new individuals (Bzdok et al., 2021).

To address the existing research gaps, the main goals in the present study were twofold: (1) to assess the how well a ML model based on domain scores and individual items from the Childhood Trauma Questionnaire (CTQ) can predict self-reported levels of depressive affect in adults using unobserved data, and (2) to identify the most predictive domains and facets of CM for depressive affect in adulthood, using state-of-the-art methods from interpretable ML (Molnar, 2019). Based on prior research (Brown et al., 2016; Cecil et al., 2017; de Oliveira et al., 2018; Humphreys et al., 2020; Salokangas et al., 2019; Sputrus et al., 2003), we hypothesized that emotional abuse would emerge as the strongest predictor of depressive affect in adulthood. In terms of individual facets of emotional abuse, we expected that aspects embedded in all forms of CM, such as beliefs of being worthless or hated, would have the strongest link to depressive affect (Cecil et al., 2017; de Oliveira et al., 2018; Hart et al., 1997; Hart and Glaser, 2011).

2. Methods

2.1. Samples

2.1.1. Training sample

The data used as the training sample in this study come from the Midlife Development in the United States II (MIDUS II) Biomarker project, a longitudinal follow-up of the original MIDUS I study, a nationally representative study of health and aging in the noninstitutionalized civilian population of the 48 contiguous United States initiated in 1995 (Brim et al., 2019; Ryff et al., 2019) (N = 7108). All living MIDUS I respondents were eligible for participation in the MIDUS biomarker project if their existing health information indicated that they could travel to one of three clinical research centers (University of California at Los Angeles, Georgetown University, University of Wisconsin–Madison) without undue risk to the respondent or project personnel. Members of the Milwaukee sample of African Americans newly recruited at MIDUS II were also part of the recruitment pool. There were no other eligibility criteria (Dienberg Love et al., 2010). The Biomarker project enrolled a total of 1255 respondents aged 35–86 years, including two distinct subsamples: (1) Main survey sample (n = 1054) and (2) Milwaukee sample, a sample of African Americans from Milwaukee (n = 201). A detailed description of the sampling and participation rates across the MIDUS studies is provided elsewhere (Dienberg Love et al., 2010). Relevant project data, including assessments of CM and depressive affect, were obtained by a standardized protocol between July 2004 and May 2009. We restricted the analytic sample to those aged 60 years and younger at the time of the biomarker project with available outcome data and <25 % missings in the predictor variables (N = 769; ‘training sample’) to ensure that results were not influenced by aging-related depressive affect.

2.1.2. Independent test sample

The data used as the independent test sample in this study come from the Midlife Development in the United States Refresher (MIDUS Refresher) Biomarker project, a longitudinal follow-up of the original MIDUS I Refresher (Weinstein et al., 2019). From 2011 to 2014, the MIDUS Refresher study recruited a national probability sample of 3577 adults, aged 25 to 74, designed to replenish the original MIDUS baseline cohort and paralleling the five decimal age groups of the MIDUS baseline survey. The MIDUS Refresher Biomarker project obtained data from 863 respondents (n = 746 Main sample, n = 117 African Americans from Milwaukee) between October 2012 and August 2016. The MIDUS Refresher Biomarker study employed the same standardized assessments at the same research centers as the original MIDUS sample. Thus, the present approach can be classified as a ‘prospective validation’ (Altman and Royston, 2000; Justice et al., 1999). Analogous to the training sample, we restricted analyses to participants aged 35–60 with available depressive affect scores and <25 % missings in the predictor variables (N = 466; ‘test sample’). The test sample was compared statistically to the training sample using appropriate classes of permutation tests (using the R package ‘coin’, Hothorn et al., 2008).

2.1.3. Ethics approval

All participants gave their written informed consent to participate in the study prior to beginning the study procedures, and each MIDUS research center obtained institutional review board approval for all studies.

2.2. Predictors

CM (up to age 18) was assessed with the English version of the Childhood Trauma Questionnaire-Short Form (CTQ-SF, Bernstein et al., 2003). Relevant project data, including assessments of CM and depressive affect, were obtained by a standardized protocol between July 2004 and May 2009. We restricted the analytic sample to those aged 60 years and younger at the time of the biomarker project with available outcome data and <25 % missings in the predictor variables (N = 769; ‘training sample’) to ensure that results were not influenced by aging-related depressive affect.

2.1.2. Independent test sample

The data used as the independent test sample in this study come from the Midlife Development in the United States II (MIDUS II) Biomarker project, a longitudinal follow-up of the original MIDUS I Refresher (Weinstein et al., 2019). From 2011 to 2014, the MIDUS Refresher study recruited a national probability sample of 3577 adults, aged 25 to 74, designed to replenish the original MIDUS baseline cohort and paralleling the five decimal age groups of the MIDUS baseline survey. The MIDUS Refresher Biomarker project obtained data from 863 respondents (n = 746 Main sample, n = 117 African Americans from Milwaukee) between October 2012 and August 2016. The MIDUS Refresher Biomarker study employed the same standardized assessments at the same research centers as the original MIDUS sample. Thus, the present approach can be classified as a ‘prospective validation’ (Altman and Royston, 2000; Justice et al., 1999). Analogous to the training sample, we restricted analyses to participants aged 35–60 with available depressive affect scores and <25 % missings in the predictor variables (N = 466; ‘test sample’). The test sample was compared statistically to the training sample using appropriate classes of permutation tests (using the R package ‘coin’, Hothorn et al., 2008).

2.1.3. Ethics approval

All participants gave their written informed consent to participate in the study prior to beginning the study procedures, and each MIDUS research center obtained institutional review board approval for all studies.

2.2. Predictors

CM (up to age 18) was assessed with the English version of the Childhood Trauma Questionnaire-Short Form (CTQ-SF, Bernstein et al.,
Biomarker sample (Weinstein et al., 2019) and estimates of model performance and feature importance were derived. The final model was then applied to the independent test sample, the MIDUS Refresher cohort. As the outcome in the prediction models, we used the depressive affect subscale from the Center for Epidemiological Studies Depression Scale (CES-D, Radloff, 1977), a self-report depression scale for research in the general population. Respondents are asked how much they endorsed a given statement during the past two weeks, with responses given on a 4-point-Likert scale for each item, ranging from ‘Rarely or none of the time’ to ‘Most or all of the time’. The depressive affect scale consists of 7 items such as ‘I felt that I could not shake off the blues even with the help of my family and friends’, ‘I felt lonely’, or ‘I had crying spells’, and total scores range from 0 to 21.

2.4. Machine learning approach

To implement our analyses, we used the ‘mlr3’ ecosystem, an object-oriented framework for ML in R (Lang et al., 2019; R Development Core Team, 2021). For all analyses, we used R version 4.1.0. The ML algorithm used in all models was a Random Forest (RF), an ensemble learning method based on decision trees (Breiman, 2001), as implemented in the R package ‘ranger’ (Wright and Ziegler, 2015). RFs are powerful ensemble ML models, well-suited to deal with high-dimensional data containing different types of predictors, outliers and non-linear relationships (Breiman, 2001; Fernandez-Delgado et al., 2014; Touw et al., 2013). Within the RF modeling approach, we constructed an ensemble of 1000 decision trees, and used sampling without replacement as well as regularization (Altmann et al., 2010; Probst et al., 2019; Strobl et al., 2007). Within a 5-fold repeated (5 times) cross-validation resampling scheme, we performed pre-processing, hyper-parameter optimization, and the fitting of the RF (details below). Fig. 1 illustrates the analytic workflow. Code to reproduce all analyses and figures is available at https://github.com/LindaBetz/ML_CT_Depression.

2.4.1. Pre-processing

For pre-processing, we collapsed the rarest factor levels in the training samples to reduce noise associated with very rare factor levels, retaining at least two factor levels. Subsequently, we imputed missing data via the k-Nearest-Neighbor (kNN) algorithm. Overall, an average of 0.2% of CM domain predictor variables was missing in the training data set per person, and 0.1% in the test data set. In the training data set, 0.3% of CM individual item predictor variables were missing on average per person, and 0.1% in the test data set.

2.4.2. Hyperparameter optimization

Following published tuning strategies (Probst et al., 2019), we optimized three hyperparameters that reflect the degree of randomness in a RF: the number of drawn candidate variables in each split (‘mtry’), the minimum number of observations in a terminal node (‘min.node.size’), and the fraction of observations to be used in each tree (‘sample.fraction’). Moreover, we tuned the amount of regularization in the RF (‘regularization.factor’). Additionally, we tuned several characteristics of our preprocessing pipeline, including the prevalence level above which no collapsing of factor levels was applied, as well as the numbers of neighbors used in kNN imputation of missing values. We optimized all hyperparameters with respect to percent of explained variance ($R^2$) and used a random search with 100 evaluations to optimize the hyperparameter configuration (Bergstra and Bengio, 2012). For ranges in which the hyperparameters were tuned, see Supplementary Table 1.
2.4.3. Application to independent test sample

The final model, which resulted from retraining a RF on the whole training sample with optimal hyperparameter settings derived from cross-validation, was used to predict levels of depressive affect in the independent test sample. Thus, there was a complete separation between training and testing of the model. Model performance was assessed with $R^2$.

2.4.4. Feature importance

We calculated feature importance of the CM predictor variables using a permutation-based approach (Fisher et al., 2019; Molnar, 2019; Strobl et al., 2007). The importance of a feature is quantified by calculating the increase in the prediction error of the model after permuting the feature, i.e., after 'breaking' any meaningful association between the feature and the outcome. The stronger the increase in model error due to permutation, the more important the feature, because the model relies on the feature for the prediction (Fisher et al., 2019; Molnar, 2019). Thus, permutation feature importance provides a highly condensed, global insight into the behaviour of a model. As recommended, we used the independent test sample, instead of the training sample, to assess permutation feature importance (Molnar, 2019). To obtain further context from the RF models, Accumulated Local Effects (ALE) (Apley and Zhu, 2016) were computed on the test sample to understand associations between important features and the outcome, depressive affect. ALE plots vary a feature across its range to consider its association with the outcome: ALE can be interpreted as the effect of the feature at a certain value compared to the average prediction of the data (Apley and Zhu, 2016; Molnar, 2019). ALE are unbiased in the presence of correlated features (Molnar, 2019), which makes them particularly useful for data from the mental health domain.

2.5. Assessment of the role of potential confounds

We assessed the impact of potential confounds (i.e., age, data collection site) post-hoc on the level of ML predictions, as proposed recently (Dinga et al., 2020). In brief, this method partitions the variance in the outcome into the parts attributable to the predictions from the model, the potential confounds, and the shared variance between the model predictions and the confounds. The lower the shared variance in the outcome, the higher the contribution of the model above and beyond confounds, and the lower the effect of confounds on the predictions of the model. Operating solely at the level of the outcome of ML models, this method avoids the problems of confound adjustment at the level of input variables and can be used for arbitrarily complex ML models (Dinga et al., 2020).

3. Results

3.1. Samples

Table 1 presents the sample characteristics of the training and test sample. The training sample ($n = 769$) and the test sample ($n = 466$) were comparable in terms of sex distribution, CM domain scores, and depressive affect scores. Participants in the test sample were slightly younger than in the training sample (48.1 vs. 49.8 years), were more likely to have been diagnosed with depression in their lifetime by a physician, and were overall less likely to have smoked regularly in their lifetime. Moreover, less data was collected at the University of Washington in the test compared to the training sample.

3.2. Prediction of depressive affect based on CM

3.2.1. CM domain scores model

The model based on CM domain scores explained 6.4% of variance in depressive affect in the independent test sample. Permutation feature importance (Fig. 2) showed that emotional abuse was the most important feature to contribute robustly to accurate prediction in the test sample, with a median reduction in explained variance in depressive affect of 5.2% when the feature was permuted. Second most important was sexual abuse (median reduction: 2.1%), yet the contribution of this feature was minimal increases in predicted depressive affect. For emotional and sexual abuse, and, to some degree,
emotional neglect, increases in predicted depressive affect are observable also at higher levels of CM.

3.2.2. CM individual items model

The model based on individual facets of CM, measured by individual items from the CTQ, explained 7.6 % of variance in depressive affect in the test sample. Permutation feature importance (Fig. 4) showed that two facets reflecting emotional abuse contributed robustly to accurate prediction in the test sample: ‘Felt that family member hated me’ (median reduction in explained variance: 2.6 %), and ‘Believe I was emotionally abused’ (median reduction in explained variance: 1.1 %). The predictive contribution of the other features was overall less robust, as indicated by the fact that 0 was contained within the 90 % confidence limits of the null distribution of decrease in $R^2$. Similar to the model based on CM domain scores, feature importance values do not add up due to presence of interaction effects (Molnar, 2019).

The six most predictive features all showed positive associations with depressive affect, i.e., higher levels of CM went along with higher levels of depressive affect (Fig. 5).

3.3. Assessment of the role of potential confounds

The variance in depressive affect due to potential confounds age and site ($R^2_{\text{confounds}} = 0.015$) showed virtually no overlap with the variance explained by the predictions from the CM domain scores model ($R^2_{\text{shared}} = 0.0004$) or the CM individual items model ($R^2_{\text{shared}} = 0.0009$). These results suggest that the effect of these confounds on the ML models are negligible (Dinga et al., 2020). ML predictions and the predictions from the assessed confounds seem to capture different, independent aspects of depressive affect in the present sample.

4. Discussion

In this study, we (1) provided a realistic quantification of the predictive power of childhood abuse and neglect for depressive affect in adulthood with a ML and (2) identified the most predictive domains and items from the CTQ, explained 7.6 % of variance in depressive affect in the test sample. Permutation feature importance (Fig. 4) showed that two facets reflecting emotional abuse contributed robustly to accurate prediction in the test sample: ‘Felt that family member hated me’ (median reduction in explained variance: 2.6 %), and ‘Believe I was emotionally abused’ (median reduction in explained variance: 1.1 %). The predictive contribution of the other features was overall less robust, as indicated by the fact that 0 was contained within the 90 % confidence limits of the null distribution of decrease in $R^2$. Similar to the model based on CM domain scores, feature importance values do not add up due to presence of interaction effects (Molnar, 2019).

The six most predictive features all showed positive associations with depressive affect, i.e., higher levels of CM went along with higher levels of depressive affect (Fig. 5).

3.3. Assessment of the role of potential confounds

The variance in depressive affect due to potential confounds age and site ($R^2_{\text{confounds}} = 0.015$) showed virtually no overlap with the variance explained by the predictions from the CM domain scores model ($R^2_{\text{shared}} = 0.0004$) or the CM individual items model ($R^2_{\text{shared}} = 0.0009$). These results suggest that the effect of these confounds on the ML models are negligible (Dinga et al., 2020). ML predictions and the predictions from the assessed confounds seem to capture different, independent aspects of depressive affect in the present sample.

4. Discussion

In this study, we (1) provided a realistic quantification of the predictive power of childhood abuse and neglect for depressive affect in adulthood with a ML and (2) identified the most predictive domains and
Fig. 4. Feature importance in the model based on individual items from the Childhood Trauma Questionnaire (CTQ; Bernstein et al., 2003). Feature importance was computed in the test sample with a permutation-based approach, which measures the decrease in predictive accuracy ($R^2$ score) that results from permuting a single feature. For each feature, we plotted the median decrease of $R^2$ across 1000 permutations, along with the corresponding 90% confidence interval (ranging from the 5th to the 95th quantile). Greater decreases reflect greater importance of the feature. Decreases close to 0 suggest that the corresponding feature is irrelevant for predicting depressive affect in the test sample. Wording of the items from the CTQ was shortened for visualization purposes.

Fig. 5. The six most important features’ effects on prediction of depressive affect in the model based on individual items from the Childhood Trauma Questionnaire (CTQ; Bernstein et al., 2003), as assessed by Accumulated Local Effect (ALE) plots in the test sample. The value of the ALE can be interpreted as the main effect of the feature at a certain value compared to the average prediction of the data. Specifically, positive ALEs indicate an increase in predicted depressive affect compared to the average prediction, while negative ALEs reflect a decrease in predicted depressive affect. Wording of the items from the CTQ was shortened for visualization purposes.
items of the CTQ using methods from interpretable ML. Models based on domains and individual items explained 6.4% and 7.6% of the variance in depressive affect in an independent test sample, respectively. Extending findings in child and youth cohorts (Brown et al., 2016; Cecil et al., 2017; de Oliveira et al., 2018), the strongest and most robust predictor of depressive affect in adulthood was emotional abuse. Moreover, present findings provide empirical support for the idea that particularly subjective components of emotional abuse – feeling hated and the subjective appraisal of emotional abuse – may underlie its unique impact on mental health outcomes.

In line with a recent study that showed only fair discriminative performance of cumulative exposure to early adversity for depressed mood (Meehan et al., 2021), the observed predictive power of CM was small in absolute numbers also in the present study, which can be expected given the highly multifactorial nature of adult depressive symptoms (Fried and Nesse, 2015; Kendler, 2019; Kendler and Aggen, 2017). Collectively, these results show that information on CM alone is insufficient to predict individual risk for depressive affect in adulthood. Still, present results highlight the relative relevance of early adversity: CM explained more variance in adult depressive symptomatology than polygenic risk scores typically do when applied to independent population samples, for instance (Demirkan et al., 2011; Musliner et al., 2015; Thorp et al., 2021). Most likely, information on early adversity will only reach full clinical significance within a multimodal clinical workflow to identify individuals at the greatest risk of psychopathology and with the greatest need for intervention (Danese, 2020; Koutsouleris et al., 2020; Lewis et al., 2019; Meehan et al., 2021).

As hypothesized, emotional abuse emerged as the strongest and uniquely robust predictor of depressive affect in adulthood. Taken together with previous findings (Brown et al., 2016; Cecil et al., 2017; de Oliveira et al., 2018; Edwards et al., 2003), this suggests that emotional abuse plays a unique role in internalizing and affective psychopathology across the whole lifespan, over and above other types of CM. This specificity collectively demonstrates the need to model different types of CM concurrently to disentangle their effects on mental health outcomes (Bernet and Stein, 1999; Betz et al., 2020a; Betz et al., 2020b; Cecil et al., 2017; Danese, 2020; de Oliveira et al., 2018; McCrory et al., 2017; Salokangas et al., 2020; Sheridan and McLaughlin, 2014; Tiemeier, 2020). Findings from the present study suggest that for a holistic picture, it may be necessary to disaggregate CM domain scores even further. Individual CM items explained a greater share of variance in depressive affect than domain scores did, indicating that some degree of predictive specificity is forfeited when aggregating information from different facets of CM to domain scores. From emotional abuse, the most predictive domain, two facets were particularly predictive of depressed affect: feeling hated by a family member, as well as the subjective appraisal of emotional abuse. These results provide empirical support for the idea that emotional abuse has a particularly strong impact on mental health because emotional reactions, such as feeling hated, are embedded in many forms of CM and adversity (Cecil et al., 2017; Hart et al., 1997; Hart and Glaser, 2011). Overall, present results corroborate the key role of subjective experience in CM (Berthelot et al., 2022; Danese and Widom, 2020): The effects of emotional abuse on depressive affect seem to be primarily driven by more subjective appraisals and reactions to the abuse as opposed to objective behaviors, such as being called names. These more subjective components of emotional abuse may underlie unhelpful cognitions about the self and others, which are central to the development and maintenance of depressive affect (Beck and Bredemeier, 2016; Danese and Widom, 2020; McCrory et al., 2017; Salokangas et al., 2018). Our findings are also consistent with recent research suggesting that how people process trauma and adverse relationships may be more important to affective responses than exposure to adversity per se (Berthelot et al., 2022). Ensuing maladaptive cognitions may also contribute to the transdiagnostic relevance of CM; for instance, in that they facilitate threatening or negative appraisals of daily life events, which may in turn feed into the formation of psychotic psychopathology in some individuals (Betz et al., 2020a; Garety et al., 2001, 2007; McLaughlin et al., 2020). Thus, one viable strategy for the development of more effective interventions for CM-related psychopathology may consist in modifying the subjective appraisal and memory of emotional abuse (Alameda et al., 2020; Danese and Widom, 2020; Hart and Glaser, 2011). Despite bearing potential to tailor pathways in care based on the patient’s needs, information on childhood abuse and neglect is typically either ignored or not acquired at all in clinical settings (Read et al., 2018a, 2018b). To improve clinical practice, a shift toward routine enquiry of information on trauma and adversity and adoption of trauma-informed care practices is therefore essential (Read et al., 2018b). In terms of policy, our results add to an accumulating body of research that highlights the detrimental effects of emotional abuse on mental health outcomes (Brown et al., 2016; Cecil et al., 2017; de Oliveira et al., 2018; Humphreys et al., 2020). Collectively, these findings point to the necessity to expand focus of childcare policy from physical and sexual abuse to emotional abuse, which is often overlooked (Baker and Brassard, 2019; de Oliveira et al., 2018).

An interesting insight facilitated by the present ML approach pertains to the relationship of the reported level exposure to different types of CM and depressive affect. For all CM domains except physical abuse, predicted depressive affect increased with increasing levels of reported CM. Notably, there were saturation effects for physical and emotional neglect, indicating that exposure to these CM domains ceases to have additional impact on depressive affect once a certain level of low to moderate exposure is reached. Emotional and sexual abuse followed a different pattern, where increases in CM were related to increases in predicted depressive affect even for higher exposures. Given the potential implications for research and practice, it will be important to examine if these diverging patterns across CM domains reflect a consistent phenomenon across different samples and age groups. From a methodological perspective, the observed saturation effects, which are inherently nonlinear, underscore the need to move to appropriate modeling approaches, such as RFs, to address the complexity of the relationship between early adversity and depressive affect. Such strategies allow for unique insights into the role of CM in psychopathology and may thereby open avenues for optimizing prevention and intervention on this transdiagnostic risk factor (Danese, 2020).

4.1. Limitations and future directions

The present findings should be interpreted in light of several limitations that bear implications for future research. First, the retrospective measure of CM, the CTQ, and the measure of depressive affect, the CES-D, are self-report measures preferentially used in large general population samples due to their resource-efficiency. Recent research suggests that risk of psychopathology linked to subjective reports of CM is high, independent of whether the reports align with objective, court-documented evidence of CM (Danese and Widom, 2020). However, self-reported and register-based measures of CM identify largely independent groups (Danese and Widom, 2020), and due to a lack of objective information on CM in the present sample, a comparison of results based on subjective and objective accounts of CM was not possible. A related issue pertains to the CES-D, which, as a self-report measure, may overestimate the impact of CM on depressive affect in adulthood (Reuben et al., 2016). It could, however, also be argued that self-report measures of psychopathology are more sensitive in detecting depressive affect than observer ratings, particularly in the low to intermediate range (Cecil et al., 2017). In any case, extension of the present modeling approach to observer ratings of psychopathology, and potentially individual symptoms (Fried and Nesse, 2015), is desirable and may help to better characterize the different processes by which CM increases risk for depressive affect. While it has also been argued that retrospective reports of CM, such as assessed with the CTQ, could be biased by current depressive affect (e.g., Hardt and Rutter, 2004), a recent study suggests only little evidence for such a ‘depressive recall bias’: CTQ-scores were
found to be very stable across time, and altered only marginally in initially healthy participants after they were diagnosed with a depressive disorder (Goltermann et al., 2021). Second, the CTQ, while being initially healthy participants after they were diagnosed with a depressive disorder, and provides no information on the duration and timing of exposure (Cecil et al., 2017; Danese, 2020; Hart et al., 1997). The latter aspect may be particularly relevant in the context of the present results: The older children are when they are exposed to CM, the more they understand what is happening to them, which may impact their subjective appraisal of CM (Widom, 2020). Additionally, it has been argued that some aspects classified as emotional abuse, such as having family members calling them names, may either be common experiences in an unknown family environment, or be embedded within a demeaning pattern of communication (McCrorry et al., 2017; Widom, 2020). With the CTQ alone, it is impossible to disentangle these possibilities. Third, the overall level of depressive affect, as well as exposure to high levels of certain facets of CM, such as physical abuse and neglect, was rather low in the present general population sample. This likely contributed to the observed reduced importance of these features for depressive affect. Generalization of results to clinical samples, where greater levels of depressive affect and CM can be observed, needs to be examined (McCrorry et al., 2017). Related, testing the accuracy of predictions in data at different sites can shed light on the geographic transportability of findings (Justice et al., 1999). Fourth, the training and test sample differed slightly with respect to some characteristics; specifically, more people in the test set had been diagnosed with depression than in the training sample. Depressive symptoms assessed with the CES-D, however, did not differ significantly between the samples. One hypothesis consistent with this pattern of results is that participants in the test sample, studied approximately eight years after the training sample, were more likely to seek professional help for depressive symptoms, reflecting increasing mental health care utilization over time (Olffson et al., 2014). Finally, proxy diagnostic information was available for depression but not for other mental disorders, which would have allowed better characterization of the sample.

4.2. Conclusion

The present study highlights that emotional abuse is the strongest predictor of depressive affect in adulthood, overall and above other types of CM, and that especially subjective components of emotional abuse seem to underlie its unique impact. These results corroborate the contribution of subjective experience in CM-related psychopathology that necessitates greater attention in research, policy, and clinical practice.

Funding

The MIDUS study has been funded by the following: John D. and Catherine T. MacArthur Foundation Research Network, National Institute on Aging (P01 AG020166), National Institute on Aging (U19 AG501426). MIDUS Biomarker data collection was further supported by the National Institutes of Health National Center for Advancing Translational Sciences (NCATS) Clinical and Translational Science Award (CTSA) program as follows: UL1TR001409 (Georgetown), UL1TR001881 (UCLA) and 1UL1RR025011 (UW). The funding source had no involvement in the analysis and interpretation of data in this report.

CRediT authorship contribution statement

Linda T. Betz: Conceptualization, Methodology, Software, Formal analysis, Writing – original draft. Visualization, Marlene Rosen: Writing – review & editing. Raimo K.R. Salokangas: Writing – review & editing. Joseph Kambeitz: Methodology, Formal analysis, Supervision, Writing – review & editing.

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgment

The authors would like to thank all the participants and research staff of the MIDUS Study. The authors are also grateful for the opportunity to use these publicly available data.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jad.2022.07.042.

References
